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Abstract

Artificial vision provides anincomparablegood
sensor when developing vaeare applications.They
are not too intrusive and ado supp} a greatamount
of information, besies hey are quie cheap.A video
care application mustwork in real time providing
tools for agile managementf images. Furthermore,
imagesonly give us wo-dimensonal data butthe most
part of usetll information is three-dmensbnal, so we
must be able to extrect it from them. Inthis article we
introducean application for elder persons care usi
only visual information. The sysim allows detecing
problems such as aaiit, a fall to the ground or
reaching a wndow The aubmaic montoring of these
people can provide them with a greater level of
autonomy.

1. Introduction

The care 6 ill or elder persos implies a
coninuous wathing of their daily tasks.In many cases
their own families or the saial senices are incharge
of their care in their ow home or in specialized
residences. But everourting with the recessary
anmount of peopk for their care, 1 is impossble ©
watch these paents contnuousy in orderto detctas
fast as posdile any sort of incidens. The problem
worsens for peoplwho lve abne,asthey would need
much nore this type of assistance.

Video care traditional systesmuse terrimals or
special devices carried byethmtierts, with the shape
of a bracelet or a necklacehich they activate when
they need assistance, tandean erergency calko the
appropriate services. Nevertheless, these system
require hunan nteracion t© reportan aarmor askfor
help. In the burden duations, t won't be posdile for
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the patient to activate tle device, with the consequence
of a high-risk stuation. On te oter hand,he factof
having o carry this device coninuousy becones a
nuisance for theserbecausef the intrusive nature of
the mechanism

An alternaive for his kind of video care serge &
using external monitoring devces. A setof video
caneras can watch the patiemtitonatically. When it
makes a gjnal or, nore imporent, when t watches
sone anomnalous behavor such as a féhg o the
ground, the system aubmaticaly can send an
emergencysignal

In the last years, th kind of auomatically
monitoring systerrs based on aftcial vision haswon
imporance. For examle, in santary surroundngs
thereare visual systemto detect anoaties in x-rays,
and n biomedical envronmentsthere are 3D location
systens to evaluate ceviations in the cdumn or to
improve athlete’s novernents. Party this is due b the
increaseof the canputing ahility of computers anl the
decrease of the prie# video careras, nainly because
of their mass produdbn. Nowadayg, it is very
conmmon to find multitude of video canerasaroundus,
they can be found in the seillance systesy nobile
phones, coputers, vidleogane consoés and rare.

Even with so nmany caneras available nowadays
there arefew applcaions ttally independenbased on
artificial vision only. The main reasm is that it is very
hard to extract useful farmation fromthe careras,
which resdts in an increase of the price of the
devebprment For te sytem to be useful in
monitoring of ill persas it must be alde to work as
agile as posidile with the purpose ofurning on he
alarm as fast as it carfFurthernore, it hasto work
24x7. Reaching this goal with lited resources
imposes som restrictions to the sort ofystemto
devebp and ¢ the technobgy we can use.



Finaly, we must consder the kind of information that
becones useful in a dangeroussituation system
detcbr as he one mtroduced here. In amy cases one
of the main problems wten trying to idertify
dangerous #iations congsts of ushg visual
information basedm two dimensions. While anai/zing
images t can be veryconplex to find or decde
betwveen one siiation or andber. One exaple woul
be a person near or ntat an gnited oven. If we on}
use a flat imge therés anbiguity when estimating the
distance so we codleadly make a mistake.Avoiding
most of these rnistakes, when possible, resutisa high
computational costof the appicaion.

In this article we itroduce an alterrative that is
focused on the extacion of the three-dmensional
information in the scene. A great part of the useful
infformation in our surroundig world is emnenty
three-dmensional, as it carbe the relatiwe position of

an objectopposedd anoher ora person’smoverrent.
When ushg 3D da# it becones simpler to descrbethe
hight-risk situations sothe application is simpler and its
only complexity is the exraction of three-dmensiona
information from the images.

Using this three-dimensional informaton and a sebf
simple rules defined over a 3D wod, we have
devebped an apptaion abé to deect in real time
high risk situations such as: a fait, a fall tothe floor or
reachinga window. Every part of it is irplemented
with a setof low costcaneras and a conveénhal PC

The system we have devebed has been dgsied b
work with few conpuing resources and ni
heerogeneous ensdnmens. Although here are
appicaions hat only make use of the three-
dimensionalinformation from images [1], the classical
methods b extract the information usualy imply great
computing coss. Party for this reasonijts use hasnly
been keptin contolled envionment or with great
resources, ad ican be mdustial producton lines or
visualeffecs creaiton for novies or vileoganes.

2. Automatic detection of risk

situations

high

Whenanill or anelder persa finds herselfalone it
may be usefulto countwith a systemthat watchesher
with the purpose of deting high risk stuatons as
fast as possible. One systdike thHs canhelp to raise
her level of aubnony, as she doesndepend on her
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family or qualified persaal to permanertly keep an
eye on her.

The deveabped sgtem is indeed ornted D elder
persans that are sacepible of sufering falls or faints
but don’t want to live in a resilence, ashey prefer
their own houses, enjoying the greatgrality of life
that it implies. A systemlike the me that is keing
introduced here allows a quick reactiarien those
high-risk stuatons (fals with loss of conscousness,
faints, etc.) acu, situations hat nowadag videocare
systens that use bracelets necklace witha switch
can't detect.

For an application like ths to be really wseful it
must be fuly aubnonous. Ths means i must work
without the necessity of aperson supervising
permanertly the system no matter if ste is inthe sane
place as the user or in omasin and renote station.
Our system achieves this since everything
auomated This makes fanilies or watclers
confortable with the system, as hey don’t needto be
permanently keeping an eye othe user. In fact,
external care will only benecessary to attend the
emergencés deteced by the appicaion, but not
coninuousy.

is

In addiion © this, the use of cagras n a house
raises anmportant ethic dlemma relatedto privacy.
With an agomatic systemas tle me we hawe
desgned, pwacy is kept asnobodyis watching the
user, here 5 no one obsermg on “he oher sde”.
Imagesthat are taken by the systemre not stored
arywhere ard they renain inside the application
except when a justified higlisk situation arisesand
the life of he person can benigreat danger.This
systemcanbe described as an autatitc alarmsystem
very simlar to the volunetric sensorshat are present
in many houses andnideeddekct our presencein
differentareas oftte house.

Despite of this, as the camras are great and
powerful sersors, ard there is a pssiblity of serding
imagesrenotely to exterral qualified persaal, it will
have to incorporate securitjechanism that ensure
the proecion aganstintrusions. Ifthe alarm signalis
reduceda a phone chlor an SMS mobile messagean
invasbn of he privacywon't be posdile.

The basi system we havedevebped conssts of
severalmodules conneced betveen hem We can see
on Fgure 1 ts block diagram with the diferent
modules hat make up our apptation.
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Figure 1: Block diagram of our elder care
application.

First of al, we haveanimage capture systemith
a set of caneras,that can be static or abile, that
allows the coninuous nonitoring of the user. The
position of the camras for aypical application cabe
seen in Figure 2. In théigure the cararas are placed
on every uppercornerof the roomso he system can
see anything inside it. The camnas are connected
direcly, or trough a pwate net to a converibnal
deskbp PC
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Figure 2: Setup of a prototype with 4 cameras
at the room corners.
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Thereis a nodule runnng in the PG which is in
charge of collecting all #nimages, processing them
separatelyand mergng the resilts all together to bring
3D informaton.

Once the person @lreadylocated in the scene we
can use suchinformation to decide whether that
situation is dangerous or nofThere are ateasttwo
main groups of ky situatons. Fist, thoserelated to
dangerousplaces, like a balcony or a door to an
Alzheimer paient. Second, hose redted to the
postion of the person:if she & bended, squtsd or
even has faén down and cannaitand up. Thanks$o
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the D information with the location of the persa the
systemcan autoratically detect any of these situations,
which have been presusly defined as sky.

Figure 3: The system has automatically
detected the person faint.

When the systemrealizes that the person raims
in a dangerous area or, fostance, $ notable to stand
up, then it auomatically triggers the alarm ard
launchesthe correctve actons Ike sendig a nessage
or caling the hunman supensor.

Using a PCfor information processig mekes it
simple to send anyalarm through Internet, or evento
cal to any Emergency Center through the regular
mobile phone netork. Suchaubmatic alarm message
may include an tinage or a \deosequenceandso, a
human operabr may evaliae the stuation and choose
the right responsea perform

3. Visual 3D tracking technology

Several camras are usedimultaneously,pointed
at the human user, in aler to exract trdy 3D
information. Using mre than one caaraallows softer
tracking andto extractdeph information, reduang the
conmputing power requed © do so. The ght nunber
of caneras depends on the size and shape of the
working area. All the relevant zones, at least thasim
imporiant ones, mist be covered byhe visualscope of
two or nore caneras. Wthout it, thesystemwill not
be abé to extact precee nformation aboutthe user.
Otherdatalike whenthe person was seen for the last
time is also available.

The image processing carried out by the system
basedon the idea hat making 3D hyothess and
checking themagainst the visal images is faster than



building such 3D desgtion from the images
thenmselves. In our case, we se a prticle filter to
creae and search fohé best3D hypothess aboutthe
locaion of he person [2, 4, 5] Once hey are
generated the systeroollects all the canera data
togeter and checks whédter he currenthypotheses
match the real imges or not.

Figure 4: 3D monitoring with 4 cameras.

Figure 4 shows the iagesfrom the four caneras
watching our Bb area. A aud of snall red points is
alsodisgayedin all the images. Each point represents
a 3D hypothesisboutthe person position inside the
room Actually the points are placed in the real 3D
scenario, the imges showtheir projections intaach
camera. If a given point is properly locatédthe real
spacethat is, is placed ahe person location, then it
will project irnto the parts d the images wtere the
person appears (ocdions exalided).

In orderto testif the projection of a D particle lies
inside the pixels of the personn the image weusea
simple color filter and a notion filter around the 2D
projecton of he 3D patricle. The system couns the
nunber of the filtered pixels around t2® projection,
which bastaly estmates te likelihood of he person
being atthe posiion of he paricle.

Figure 5 shows an exapie of severahypotheses
about the 3D position of a pink ball, instead of a
person. Although the filters are quite simple, their
combination and heir persgtence n time provides
with a very robust and sieriminant conpound filter.
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Figure 5: Color based observation model.

When the rekvant color is not known a prori or
not suitable, then the system could learn it
auomatically cetting it from the color of the moving
objectk in the scene. As soon as an objescin motion
in the working area, the sgsh learns its colorand
tunes tre cdor filter to obtain it.

The conbination of cobr and notion allows us to
take advanage of bdh featires. Motion let us b easly
follow the persan as tte restof the images in the scene
remains static. Ingereral, static bjects wan't be a
target for our system A motion detecta will select
most of the rebvant dat taken by our canerasbut
color daia is also requied shce a persorsinot always
moving and woud otherwise beignoredby the system
Cdor filters help to easily dscrimnate releart
objecs. The advamtge of corbining boh featres,
motion and color, is that wecan learn the color when
an objectis in motion andtrack such objectvhen it
doesn’'tmove.

The easeof implemertation of these filters allas
checkng tens of tousands of hyothesesper second
in a conventonal deskbp PC The agorithms used
provide veryhigh perfornance ¢ the system

4. Conclusions and futurework

We have presented a systemat autoratically
detct high-risk stuatons for efler peopk care and
triggers the alarmwhen those situations arose.
Specifically, it can detect aifd or fall. The alarmhas
an associated set of actiosisch as sendfy an SN& or
a multimeda messag with the video images to a
mobile phone, calling a huam supervisor, etc.

Our system has several video caras, a
computer and the required software fdmage
processig. We use convemnbnal hardware sohat it
caneasilybe replaced if @eded and akes it a cheap



system The software useadvancedalgorithns for
three-dmensional images pocessim: particle filters.

We have huilt a prototype ard testedit for fall
detecions in a room triggerng an acoust alarm
when peop fal. The 3D algorithm used is very
dynanmic alowing an mmediate deecion of risky
situations and a quk responseotthem

Our sytem works wthout human intervenion
even f the person faits or losesconscousnessThe
userdoesn’'tneed ¢ take anymanual acion or carry
any device at all.

Conmpared to video care stens, where the imges
are sent to a reote locationfor an operator to keep the
control, our system auomatically detects tie
emergency. Privacy for the user guaranteedand
coninuous nonitoring is possble asit doesn’tdepend
on anyne ese.

At present we are workig on several
enhancerants to our system increasing its
functionality by monitoring se\eral dyjects at tk sane
time and dedcing new rsky situations.
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