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In a tutorial at PODC 2002, Keidar and Rajsbaum [3]
asked, among other questions, what are the weakest re-
quirements on systems that allow to implement the different
classes of failure detectors. In this brief announcement we
explore the minimal system requirements to implement un-
reliable failure detectors [1]. A complete version of this brief
announcement can be found in [2].
1. The System Model
We consider a system S formed by a finite set Π of n > 1 pro-
cesses. We assume that processes can communicate among
each other only by sending and receiving messages, and that
every pair of processes is connected by a pair of directed
links (with opposite directions). The execution of processes
advances in steps, with an upper bound on the units of time
that any non-faulty process takes to advance (execute) one
step. A process can fail by permanently crashing. We say
that a process is correct if it does not fail. We also assume
that processes have clocks that can accurately measure inter-
vals of time (it is not necessary that they are synchronized).
We assume that the algorithms have no a priori knowledge
of the number of failures that can occur.

We consider the following three types of links: Lossy asyn-
chronous, timely, and eventually timely. Note that, timely
links are special cases of eventually timely links.
2. Classes of Failure Detectors
We study four traditional classes: P, S, 3P and 3S [1], and
two additional (perpetual) classes, P4 [4], and S ′, which
are weak versions (they have weaker accuracy) of P and
S, respectively. As far as we know, the S ′ has never been
previously proposed.
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3. Classes of Systems
We consider two large classes of systems. Class Γ is formed
by systems in which each of its links is either lossy asyn-
chronous or timely. Class E is formed by systems in which
each of its links is either lossy asynchronous or eventually
timely. Note that Γ ⊂ E . Then, the results of impossibily
for E also apply to Γ, and the results of possibility for Γ also
apply to E . On these systems we define two properties:
Weak property: There is a correct process such that all cor-
rect processes can be reached from it with links that are not
lossy asynchronous.
Strong property: All correct processes can be reached from
all correct processes with links that are not lossy asynchronous.
4. Necessary Conditions to Implement Failure De-
tectors
Theorem 1 : If S ∈ E is a system that does not satisfy the
weak property and one single failure can happen, then no
detector in 3S, S ′, or S can be implemented.
Theorem 2: If S ∈ E is a system that does not satisfy the
strong property and one single failure can happen, then no
detector in 3P, P4, or P can be implemented.
5. Algorithms to Implement Failure Detectors
For all systems in Γ (and, hence, for E) we propose an algo-
rithm that implements a failure detector of class 3P if the
strong property is satisfied, and of class 3S if only the weak
property is satisfied. For all systems in E we propose an-
other algorithm that implements a failure detector of class
P4 if the strong property is satisfied, and that implements a
failure detector of the new detector class S ′ if only the weak
property is satisfied. From the above theorems, we can say
that these detectors run under minimal system conditions.
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