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Abstract: Facial emotion recognition (FER) is a field of research with multiple solutions in the state-
of-the-art, focused on fields such as security, marketing or robotics. In the literature, several articles
can be found in which algorithms are presented from different perspectives for detecting emotions.
More specifically, in those emotion detection systems in the literature whose computational cores are
low-cost, the results presented are usually in simulation or with quite limited real tests. This article
presents a facial emotion detection system—detecting emotions such as anger, happiness, sadness or
surprise—that was implemented under the Robot Operating System (ROS), Noetic version, and is
based on the latest machine learning (ML) techniques proposed in the state-of-the-art. To make these
techniques more efficient, and that they can be executed in real time on a low-cost board, extensive
experiments were conducted in a real-world environment using a low-cost general purpose board, the
Raspberry Pi 4 Model B. The final achieved FER system proposed in this article is capable of plausibly
running in real time, operating at more than 13 fps, without using any external accelerator hardware,
as other works (widely introduced in this article) do need in order to achieve the same purpose.

Keywords: ROS; low-cost; raspberry Pi; visual attention; facial emotion detection; human–robot
interaction

1. Introduction

Service robotics is a broad area of research within robotics that is characterized by of-
fering useful services to humans [1,2]. Recently, an exponential boom was achieved in fields
such as hospitality, with customer service robots, and in the health field, with companion
robots. Studies were conducted that revealed that mascot-shaped robots improve the level
of arousal of dementia patients and reduce their levels of depression [3], as well as improve
their facial expressions (affect) and communication with care staff (social interaction) [4].
For these robots, it is essential to empathize and interact correctly with the humans with
whom they are dealing; that is why the field of study of human–robot Interaction, or HRI,
was born, with the need for robots to be able to collaborate and live with humans [5,6].

Artificial vision plays a fundamental role in this area, which, added to machine learn-
ing, provides the robot with qualities such as recognition and location of hands [7] or
prediction of emotions [8], providing it with capabilities that allow it to interact appropri-
ately according to the context. In [9] the authors showed how, in any given interaction,
7% is conveyed through words, 38% through tone, and 55% through facial expressions;
therefore, the correct identification of these expressions is crucial. In [10], authors proposed
a strategy to create datasets with images/videos to validate the estimation of emotions in
scenes and personal emotions. Both datasets were generated in a simulated environment
based on the Robot Operating System (ROS) from videos captured by robots through their
sensory capabilities.
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However, computer vision tasks that use machine learning usually require a high
computational load, and not all robot software development environments have enough
money, or even space inside their robots, to do this with a large computing station. There-
fore, recently there was a great boom in research to develop algorithms and lightweight
applications capable of running on low-cost embedded systems.

This article presents a facial emotion detection system—detecting emotions such as
anger, happiness, sadness or surprise—that was implemented under the Robot Operating
System (ROS), Noetic version, and is based on the latest machine learning (ML) techniques
proposed in the state-of-the-art. To make these techniques more efficient, and so that they
can be executed in real time on a low-cost board, extensive experiments were conducted
in a real-world environment using a low-cost general purpose board, the Raspberry Pi 4
Model B. The final achieved FER system proposed in this article is capable of plausibly
running in real time, operating at more than 13 fps, without using any external accelerator
hardware, as other works (widely introduced in this article) do need in order to achieve the
same purpose. The ROS package is publicly available at https://github.com/jamarma/
emotion_detection_ros (accessed on 1 December 2022).

The three key aspects of the system proposed in this work are described below:

• An extensive state-of-the-art study was conducted, which is described in Section 2, so
as to incorporate into this work the most cutting-edge machine learning techniques
for the image processing, specifically for the recognition of facial emotions.

• The system, described in Section 3, is easily usable by anyone because, first, it was im-
plemented under the most widely used robotics programming environment worldwide,
the Robot Operating System (ROS), as a ROS package, which is publicly available at
https://github.com/jamarma/emotion_detection_ros (accessed on 1 December 2022);
and, second, because the experiments were performed so that the system works on a
low-cost general-purpose board, affordable for almost anyone, and widely used and
acquirable worldwide, such as the Raspberry Pi 4.

• Several and extensive experiments, which are summarized in Section 4, were designed
and conducted so that the system, integrating the latest ML algorithms, is capable of
plausibly running in real time on a low-cost platform. These experiments are publicly
available at https://github.com/RoboticsURJC/tfg-jmartinez/wiki (accessed on 1
December 2022).

2. Related Work

On the one hand, regarding the low-cost hardware approach, some studies—that are
based specifically on the Raspberry Pi as main board—can be highlighted. Many applications
can be found where Raspberry Pi devices are programmed along with ML as predictive
models and proposed as low-cost hardware solutions. These common applications include
image classification, occupancy detection, fault detection, IoT security, and smart energy
management as promising fields. Some of these applications are described below.

In [11], the authors introduced a new image classification system based on the porting
of the Rulex ML platform on the board to perform ML forecasts in an Internet of things (IoT)
setup. Specifically, they explained the porting Rulex’s libraries on Windows 32 Bits, Ubuntu
64 Bits, and Raspbian 32 Bits. With the aim of performing an in-depth verification of the
application possibilities, they proposed to perform forecasts on five unrelated datasets
from five different applications, having varying sizes in terms of the number of records,
skewness and dimensionality.

An image classification system based on a low-cost system was presented in [12].
In this study, the authors proposed a scalable and less-intrusive occupancy detection
method that leverages existing BLE technologies found in smartphone devices to perform
zone-level occupancy localization, without the need for a mobile application. The proposed
method uses a network of BLE beacons for data collection before passing the pre-processed
data into a machine learning model to infer the occupants’ zone-level location. A similar

https://github.com/jamarma/emotion_detection_ros
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approach by the same authors can be found in [13], where an IoT-based occupancy-driven
plug load management system in smart buildings is introduced.

Another application of a Raspberry Pi as the main board can be found in [14], where
authors presented an analysis and comparison of the performances achieved by machine
learning techniques for real-time drift fault detection in sensors using a Raspberry Pi.
The machine learning algorithms under observation included an artificial neural network, a
support vector machine, a naïve Bayes classifier, k-nearest neighbors and a decision tree clas-
sifier. Drift fault was injected into the normal data using an Arduino Uno microcontroller.

A low-cost system can also be used as a secure IoT system. In [15], to address the
difficulties in verifying IoT gadgets in ML, the authors proposed using AI inside an IoT door
to help secure the framework. They explored the use of artificial neural networks in a portal
to distinguish oddities in the information sent from the edge gadgets. In this paper, they
argued how this methodology can improve the security of IoT frameworks.

On the other hand, some recent studies that used deep learning to solve the facial emo-
tion detection (FER) problem are described. In the article [16], three models of convolutional
neural networks (CNN) were presented; the first is a fully convolutional surface network
consisting of six convolution modules, the second is a double-branch CNN that extracts
traditional features from LBP and deep learning in parallel and the third is a pre-trained CNN
achieving accuracy results of up to 95.29% and 71.14% for the CK+ (The Extended Cohn–
Kanade Dataset [17,18]) and FER2013 (https://www.kaggle.com/datasets/msambare/fer2
013, accessed on 1 December 2022) datasets, respectively.

Another different approach to CNNs was proposed in the article [19], where a frequency
neural network (FreNet) was presented, which, compared to a CNN, has the advantages of
processing the image in the frequency domain, efficient calculation and the elimination of
spatial redundancy, achieving accuracy values of up to 98.41% for the CK+ dataset. However,
one of the major problems of FER is the intraclass variation caused by the identities of the
subjects. In the article [20], a self-difference convolutional network (SD-CNN) was proposed
to address this problem, obtaining accuracy values of 99.7% and 91.3% for the CK+ and
Oulu-CASIA datasets, respectively.

In [21], the authors proposed a compact and robust service for Assistive Robotics,
called Lightweight EMotion recognitiON (LEMON), which uses image processing, com-
puter vision and deep learning (DL) algorithms to recognize facial expressions. Specifically,
the proposed DL model is based on residual convolutional neural networks with a combi-
nation of dilated and standard convolution layers.

Finally, regarding the efforts made to create faster FER algorithms for low-cost hard-
ware, many studies can be found in the literature. In [22], the authors presented an
IoMT-based facial emotion detection and recognition system that was implemented in
real-time by using a Raspberry-Pi with the assistance of deep convolution neural net-
works. The same authors proposed in [23] a Raspberry-Pi-based standalone edge device
that can detect real-time facial emotions. This article was mainly crafted using a dataset
of employees working in organizations. A Raspberry-Pi-based standalone edge device
was implemented using the Mini-Xception Deep Network because of its computational
efficiency in a shorter time compared to other networks.

In the article [24], a fast algorithm was proposed to monitor the emotions of a driver
using a random forest classifier classifying geometric features extracted from dlib reference
points, obtaining accuracy results of 92.6% and 76.7% for the CK+ and MMI datasets,
respectively.

Continuing with the use of facial reference points to classify emotions, many articles can
be found, such as [25] or [26], achieving accuracy results of up to 97% in the latter. Another
method proposed in [27] is the use of Gabor filters using a lightweight Gabor convolutional
network (GCN). Thanks to this, good precision results were obtained with low computational
requirements because changes in emotions are strongly related to regions of interest (ROI)
and Gabor filters are very efficient in extracting visual content. Results of 89.41% accuracy
were obtained for the FERPlus dataset.

https://www.kaggle.com/datasets/msambare/fer2013
https://www.kaggle.com/datasets/msambare/fer2013
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A hybrid model consisting of a CNN and k-nearest neighbors (KNN) algorithm for
FER using transfer learning was presented in [28], by substituting the EfficientNet Softmax
layer for the KNN. An accuracy value of 75.26% was obtained with the FER-2013 dataset,
and the researchers managed to make it work in real time but using a Coral USB Accelerator.

In [29], an algorithm was proposed that starts by detecting faces using the Viola
Jones detector [30]; such a region was processed using a Gabor filter and a median filter,
ORB features were extracted and a support vector machine (SVM) classifier that predicts
emotions was trained. Accuracy of 99.1% was obtained for the MMI dataset, but the
algorithm has only been tested with images and not with videos. Therefore, its performance
with image streams is unknown.

3. Emotion Detection System

This section describes the emotion detection system developed in this work, as well as
its integration into ROS. After the study of the state-of-the-art, it was decided to use the
following technique—consisting of three steps—for detecting emotions: detection of facial
points, extraction of geometric information from those facial points, and classification of
that information. It was decided to choose this technique due to the low computational
cost it entails and the great precision it offers. Figure 1 shows a general scheme of the
proposed methodology of the system, ignoring the integration in ROS, which is described
in Section 3.3.

Figure 1. Schema of the emotion detection system developed.

3.1. Face Point Detection and Geometric Information Extraction

The algorithm used to perform feature facial point detection is MediaPipe Face
Mesh [31] (https://google.github.io/mediapipe/solutions/face_mesh.html, accessed on 1
December 2022). In Section 4.1, a study was made comparing the two most used libraries
to conduct such a task (dLib and MediaPipe) and the result was that the one with the best
performance and accuracy offered on the hardware used was MediaPipe, so it is the library
used on the system. It provides a performance of 13.28 fps on average and provides 3D
coordinate information of 468 facial points.

After obtaining data in coordinates with the characteristic facial points of a face, they
need to be processed to obtain geometric information about the possible emotions that are
occurring in the current face. The method chosen in this work is a novel technique proposed
in the article [26]. This consists of building an emotional mesh using the points provided

https://google.github.io/mediapipe/solutions/face_mesh.html
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by MediaPipe (Figure 2), based on the facial coding system or FACS [32,33]. The emotional
mesh provides information on angles of the facial expressions.

FACS is a system that classifies human facial movements based on changes in the
face caused by muscle movements. These movements are defined as action units or AUs,
of which there are up to 46. In Table 1, the most used AUs are displayed with their respective
descriptions.

Figure 2. Emotional mesh proposed in [26].

The EMFACS system (emotional facial action coding system) describes simple emo-
tions using combinations of AUs (Table 2). Therefore, assuming this, it can be affirmed that
the movement of each of these facial muscles is related to seven simple emotions, and that
is why each location of the points of the emotional mesh (Figure 2) was chosen in such a way
that it is affected by an UA and in this way achieves better recognition of emotions.

Table 1. List of the most used action units and their respective FACS descriptions.

AU FACS Descriptions

1 Inner brow raiser
2 Outer brow raiser
4 Brow lowerer
5 Upper lid raiser
6 Cheek raiser
7 Lid tightener
9 Nose wrinkler
12 Lip corner puller
15 Lip corner depressor
20 Lip stretcher
23 Lip tightener
26 Jaw drop
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Table 2. List of simple emotions in terms of AUs.

Emotion AU

Happiness 6 + 12
Sadness 1 + 4 + 15
Surprise 1 + 2 + 5 + 26

Fear 1 + 2 + 4 + 5 + 7 + 20 + 26
Anger 4 + 5 + 7 + 23

Disgust 9 + 15 + 17
Contempt 12 + 14

Each point of the emotional mesh is joined to others by using edges, thus forming a
closed mesh of 27 vertices and 38 edges. These edges form angles between them and
these will be used as information to classify emotions. Taking advantage of the fact that
all edges form triangles with each other (Figure 3) where p2, p3 and p4 are 2D points of
the emotional mesh and l1, l2 and l3 are edges of the emotional mesh, to calculate the desired
angles (α) the cosine theorem (Equation (1)) is used, which uses the length of the edges
to perform the calculations, this is the distance between the two points that make up the
edge. This distance is calculated by Euclidean distance (Equation (2)). The variables in
Equations (1) and (2) are as shown in Figure 3.

α = arccos
l2
1 + l2

3 − l2
2

2l1l3
(1)

l3 =
√
(p4x − p2x)2 + (p4y − p2y)2 (2)

Figure 3. Example of triangle formed by 2 edges of the emotional mesh.

3.2. Dataset Generation and Model Training

Once the facial point angles are extracted (Section 3.1), the objective is to generate a
dataset with these angles. To do that, the algorithm takes an images dataset from which
geometric information is extracted using the emotional mesh and, therefore, a new database
of angles is generated.

The image dataset used was CK+. This database contains 593 image sequences,
showing a face from a neutral position to full expression. Of these 593 sequences, 327 have
the last frame labeled with an emotion between 1 and 7 (1 = anger, 2 = contempt, 3 = disgust,
4 = fear, 5 = happiness, 6 = sadness, 7 = surprise). These last frames were the ones used in
this work.

CK+ was chosen over other popular datasets due to the alignment of the faces in the
images. Databases such as FER-2013 are focused on being used by CNNs and the position of
the faces does not influence the training; moreover, it provides more generality. However, to
perform the technique proposed in this article, it is necessary to have aligned faces to obtain
reliable information on the angles formed by facial expressions. The CK+ dataset also does
not contain faces in different light conditions, but this is not necessary because this dataset
is used just to build another dataset with angular data that are invariant even if the light
conditions of the faces change. In our system, the detection of faces and facial points, which
provide us with angular data, is performed using MediaPipe FaceMesh (Section 3.1). This
model designed and trained by Google is very robust in different situations.
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Several studies were conducted and are introduced in Sections 4.2–4.4, with the
objective to find the number of characteristics and classes that offer the best precision
in terms of training and final performance. Finally, the dataset that has obtained the
best results and, therefore, the one used to train the system, is the one comprised of four
emotions (anger, happiness, sadness, surprise) and 21 angles for each sample. Table 3 shows
the structure of the generated dataset. The rows represent the data extracted from each
CK+ image; the columns from X0 to X20 represent each angle obtained using the emotional
mesh and the y column refers to the type of class: anger, happiness, sadness or surprise.

Table 3. Dataset used in the project.

X0 X1 X2 ... X19 X20 y

54.288044 37.570711 154.655589 ... 44.625203 63.887010 1.0
44.670597 35.229102 148.630240 ... 47.334403 61.278073 1.0
46.613914 36.808837 161.148375 ... 57.291823 64.390395 1.0
49.404349 47.407905 153.817836 ... 49.880184 61.894869 1.0
42.510847 43.626048 146.891826 ... 46.965439 59.971707 1.0

... ... ... ... ... ... ...
23.444336 97.667648 88.384186 ... 28.011004 63.905389 7.0
24.634940 96.406625 93.413763 ... 28.637606 63.551521 7.0
22.425106 105.319774 87.727242 ... 30.811141 61.646881 7.0
15.966920 120.968600 60.790043 ... 28.018767 56.442379 7.0
19.667632 104.568158 80.332991 ... 29.088510 64.107810 7.0

Training was performed with three different classification algorithms and the results
of each of them were compared. The algorithms used were KNN, SVM and a multi-layer
perceptron (MLP). These algorithms are three of the most popular ML algorithms within
the state-of-the-art of this study: KNN is used in article [28], SVM is used in article [23],
and SVM, KNN and MLP are the most accurate algorithms compared to others such as
naïve Bayes (NB) or decision trees (DT) in article [14]. Therefore, these three algorithms
were considered optimal ones in terms of performance and, for this reason, they were
the algorithms chosen to be used and compared in this article. Additionally, principal
component analysis (PCA) was used to reduce the number of features in the dataset and,
thus, improve the accuracy of emotion detection. To find the optimal number of neighbors
for KNN, the optimal regulation parameter for SVM, the optimal number of layers and
neurons for MLP, and the optimal number of components to be maintained by PCA, the K-
fold stratified cross-validation was used with four folds (Figure 4). The class with the least
data in the dataset has a quantity of 28 and, therefore, with 4 folds, 7 data points of that
class in each fold are granted.

Figure 4. Splitting the database into 4 folds using K-fold.

An example of a simplified use of K-fold to look up parameters for KNN and PCA is
found in Figure 5. The system proposed in this article was tested for PCA with numerous
components between 2 and 20 for KNN, with odd values of k between 1 and 13 inclusive,
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for SVM with values of C between 1 and 999 (jumps of 10 in 10) and for MLP with 1 hidden
layer of neurons between 5 and 24 included, and it was not necessary to add more layers.

Figure 5. Example of finding the optimal number of neighbors for KNN and the optimal number of
components to be maintained by PCA using K-fold.

The results of the search for optimal parameters for each algorithm and the results of
the training with these optimal parameters are given in Table 4. The accuracy results have
also been calculated by K-fold stratified cross-validation of four folds, showing the average
of the four folds.

Table 4. Optimal parameters and precision results for each of the classifiers.

Classifier Accuracy Precision Recall F1-Score Optimal Parameters

KNN y PCA 0.95 0.93 0.94 0.92 k = 7, n_components = 11
SVM y PCA 0.95 0.93 0.92 0.92 C = 21, n_components = 11

MLP y PCA 0.95 0.95 0.93 0.93 hidden_layer_sizes = (17),
n_components = 11

3.3. System Integration in ROS

The last goal is to create a tool that abstracts the developer from the system code.
The data detected by the system can easily be obtained by using ROS topics. To do this, ROS
Noetic was installed on a Raspberry Pi board and a package called emotion_detection_ros
(https://github.com/jamarma/emotion_detection_ros, accessed on 1 December 2022) was
developed. Figure 6 shows a general scheme of the operation of the system already
integrated in ROS.

The emotion_detection node receives the frames captured by the Raspberry Pi through
the topic /raspicam_node/image/compressed, which handles messages of the type sensor_msgs/
CompressedImage. This node encapsulates all of the processing related to emotion detec-
tion (it can be observed that it contains the same as shown in Figure 1) and, through
the topic/emotion_detection_ros/bounding_boxes, which handles messages of the type emo-
tion_detection_ros_msgs/BoundingBoxes, sends a list of emotion_detection_ros_msgs/BoundingBox.
Each of these last messages contains the information of each emotion detected: a value of type
float64 with the probability of the prediction, four fields of type int64 with the coordinates of
the bounding box that surrounds the emotion detected, and a string with the emotion detected.

https://github.com/jamarma/emotion_detection_ros
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Figure 6. General scheme of the ROS package.

Full instructions for using it can be found in the README of the emotion_detection_ros
(https://github.com/jamarma/emotion_detection_ros, accessed on 1 December 2022)
repository. To use the Raspberry Pi camera in an ROS environment, the raspicam_node
(https://github.com/UbiquityRobotics/raspicam_node, accessed on 1 December 2022)
package was used, which is responsible for efficiently reading frames from the Raspberry Pi
camera and publishing them to the topic /raspicam_node/image/compressed. After compiling
and launching the system, following the instructions, a graphic window is opened, showing
the frames where the bounding boxes will be drawn with their respective labels displaying
the prediction. In addition, the system frame-rate value will be displayed in the upper left
corner. This and other examples are shown in the emotion_detection_ros official repository
(https://github.com/jamarma/emotion_detection_ros, accessed on 1 December 2022).

4. Experiments

This section describes the experiments conducted during the development of the sys-
tem with the aim of optimizing its different parts. Furthermore, the frame-rate performance
of the emotion detection system running on ROS is shown in Section 4.5.

The platform on which the system runs and, therefore, the one used to conduct these
experiments, is the Raspberry Pi 4 Model B together with the Raspberry Pi Camera Module
V2.1, its official camera, and all under the official Raspberry Pi Operating System, to maxi-
mize performance. The ROS version used was ROS Noetic. The programming language
used was Python 3.7.3. The library used to extract facial points was mediapipe-rpi4 0.8.8,
and scikit-learn to make use of machine learning algorithms. In addition, other libraries, such
as numpy 1.21.6, opencv-python 4.5.5.64, pandas 1.3.5 and matplotlib 3.5.2, were also used to
support the development of the system.

As detailed in Section 4.1, studies were conducted with the aim of detecting facial points
in real-time on a Raspberry Pi, successfully achieving a value of 13.28 fps, which could be
considered as a real-time execution, as explained in Section 4.5.

As detailed in Sections 4.2–4.4, extensive experiments were conducted with the aim of
achieving a high level of robustness so that the proposed system can be used in a real robot.

The performance tests are described in Section 4.5, and were conducted to demonstrate
that the system proposed in this work runs plausibly in real-time under ROS and it achieved
a better frame-rate than other state-of-the-art Raspberry Pi-based systems.

Regarding the accuracy value, in the article [26], the authors show a novel technique
that was tested using different general-purpose datasets, obtaining an accuracy value of
0.94–0.97, for CK+ with SVM, KNN and MLP classifiers. However, this technique was
implemented at the beginning of this work, obtaining an accuracy value of 0.79 for CK+,
which is a low value to be used in a real robot. Therefore, the experiments described in
Sections 4.2–4.4 were performed to optimize the technique as much as possible so as to
improve the accuracy value up to 0.95 for all classifiers (SVM, KNN and MLP).

https://github.com/jamarma/emotion_detection_ros
https://github.com/UbiquityRobotics/raspicam_node
https://github.com/jamarma/emotion_detection_ros
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4.1. Search for the Optimal Facial Point Detector

A study was conducted to compare two facial point extraction libraries capable of
working on the system platform, obtaining conclusions about which one offers better
performance and accuracy. These two libraries are dlib and MediaPipe.

Tables 5 and 6 show performance tests for the dlib and Mediapipe libraries, using a
resolution of 640 × 480 pixels, to study which one gives the highest frame-rate. For this
purpose, the algorithms were evaluated for 30 s, with different implementations, and the
FPS average obtained was calculated.

Table 5. Performance tests for different implementations of dlib.

Test Number Implementation of Algorithm Average FPS

Test 1 HOG and Linear face detector. dlib feature
detector. 0.83

Test 2 OpenCV Face Detector (Viola). dlib feature
detector. 6.28

Test 3 Test 2 detectors. Divide the reading of the
frames from their processing, using threads. 8.21

Table 6. Performance tests for different implementations of MediaPipe.

Test Number Implementation of Algorithm Average FPS

Test 1 Use of the algorithm in the general way rec-
ommended in the official documentation. 5.91

Try 2 Split reading frames from processing them,
using threads. 7.80

Try 3 Without drawing the facial mesh in the ren-
dered frames. 13.28

Second, it was studied which of the two algorithms is more robust running on the
hardware platform used and, therefore, is less prone to failures. Table 7 shows different tests
that were conducted considering two failure situations: false positives and no face detection. It
was assumed that there is always one face in every frame, so a false positive means there is
more than one face, and no detection means there is none. However, MediaPipe can avoid
false positives by setting the algorithm to only detect one face. Each frame was evaluated
for 30 seconds against these criteria, and failures were counted.

Table 7. Built-in for dlib and MediaPipe.

Test dlib Failures MediaPipe Failures

Good lighting conditions 81 0
Poor lighting conditions 126 0
Partially covered faces 188 103

Rotated faces 183 0

Finally, it can be concluded that the algorithm that offers the best performance and
accuracy on the hardware and software platform used is MediaPipe. This algorithm
achieved a performance of 13.28 fps on average, compared to 8.21 fps for dlib and OpenCV.
Additionally, the latter obtained 578 failures, compared to 103 failures for MediaPipe.

4.2. Study of the Most Influential Angles in Each Emotion

A study was conducted to discover which are the angles that most influence each
emotion, that is, the angles that vary the most each time these facial expressions are
produced. The aim of this study was obtaining information to build a reliable dataset of
angles. To perform this test, the research was started using all of the angles of the right
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part of the face (Figure 7), and the variation in each of them and for each CK+ emotion was
calculated, from a neutral position of the face to the maximum expression. This calculation
was performed for each CK+ image and the results were the calculated means. The results
of the study can be found in Figure 8.

Figure 7. All angles on the right side of the emotional mesh.

As conclusions of this study, it is clear that the five most influential angles in each
emotion are those shown in Table 8, and therefore, the angles that vary the most in total
are: 2, 12 , 1, 16, 15, 4, 6, 14, 18, 8, 0 and 19.

Table 8. List of the 5 most influential angles for each emotion.

Emotion Influential Angles

Happiness 4, 2, 18, 12, 8
Sadness 2, 1, 12, 16, 14
Surprise 1, 2, 0, 4, 19

Fear 2, 4, 6, 1, 14
Anger 2, 12, 1, 16, 15

Disgust 12, 16, 2, 15, 1
Contempt 2, 1, 4, 0, 19
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Figure 8. Study of the most influential angles for each emotion.

4.3. Study of the Symmetry of Emotions

With the aim of discovering if the angles of one half of the face could be dispensed
with, a symmetry study was conducted, in which is checked whether the emotions can be
considered symmetrical for both sides of the face or not. To do this, the study started from
the angles obtained in the previous study (the most influential) and studied the variation
that exists between the left and right sides of the face for each of these angles in each
emotion. This procedure was performed on each image from the CK+ dataset and the
results are the mean of what was obtained for each of them (Figure 9).

Observing the results, it can be considered that the emotions are symmetrical, since
the greatest average variation between the left and right sides was five degrees, this being
a minimal variation. Therefore, knowing the information from the two studies, all of the
angles of one half of the face can be ruled out.
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Figure 9. Symmetry study for each emotion.

4.4. Finding the Optimal Dataset for Training

Training tests were performed with several datasets to study which one offers the best
results and, therefore, helps create a more robust system. This section shows what those
test datasets were and the results of their training.

4.4.1. Dataset with the Most Influential Angles from the Right Side of the Face (dataset1)

First, a dataset with only the most influential angles of the right part of the emotional
mesh was generated, to check if training the algorithm with this number of characteristics
may be optimal since they are the ones that should have the most information. The search
for optimal parameters for each classification algorithm was performed in the same way as
explained in Section 3.2, as well as the calculation of precision in the training results. All of
the data are shown in Table 9.

Table 9. Optimal parameters and precision results for each classifier on dataset1.

Classifier Accuracy Precision Recall F1-Score Optimal Parameters

KNN 0.82 0.76 0.74 0.74 k = 11
SVM 0.84 0.79 0.78 0.77 C = 11
MLP 0.82 0.78 0.78 0.77 hidden_layer_sizes = (19)
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4.4.2. Dataset with All Right Angles and Reduced with PCA (dataset2)

We performed a test with this dataset comprising the angles of the right side of the
face to study whether it offers better results than reducing the features manually as was
done in dataset1, or using automatic PCA. The search for optimal parameters for each
classification algorithm was performed in the same way as explained in Section 3.2, as well
as the calculation of precision in the training results. All of the data are shown in Table 10.

Table 10. Optimal parameters and precision results for each classifier on dataset2.

Classifier Accuracy Precision Recall F1-Score Optimal Parameters

KNN y PCA 0.83 0.79 0.75 0.75 k = 11, n_components = 17
SVM y PCA 0.84 0.80 0.77 0.78 C = 11, n_components = 7
MLP y PCA 0.84 0.81 0.80 0.80 hidden_layer_sizes = (12), n_components = 11

The results obtained for each of the two previous datasets are quite similar, although a
little higher for dataset2, especially when taking a look at the Precision, Recall and F1-score
parameters. As for the results obtained by each classifier, they are also quite similar and it
would be very difficult to consider just one. However, in general, these are not excellent
results and the robotic tool built from these models would not be very robust, especially
when observing the results of each class separately in each K-fold iteration; for example,
those returned by SVM using dataset2 (Tables 11–14). In these results, it can be observed
that classes such as Contempt or Angry have obtained poor scores, even below 50% in some
cases. Therefore, this led us to conclude that the system will not perform well regarding
detecting all emotions, although on average it will have an acceptable score.

This misclassification of some emotions is due to the great similarity that exists be-
tween some of them. This means that, geometrically, they are practically indistinguishable
and, therefore, it is difficult for algorithms to know how to classify them correctly. It can
be observed, in the study of influential angles in each emotion (Figure 8, Table 8), that the
emotions surprise and contempt have the same five influencing angles, and—similarly—the
emotions anger and disgust also have the same five angles. This makes the classification
very difficult to perform with a high degree of reliability.

Table 11. SVM training results for iteration 1 of K-fold stratified using dataset2.

Class Precision Recall F1-Score

Anger 0.67 0.50 0.57
Contempt 0.67 0.50 0.57

Disgust 0.76 0.87 0.81
Fear 0.67 1.00 0.80

Happiness 0.94 0.94 0.94
Sadness 0.83 0.71 0.77
Surprise 0.95 0.95 0.95

Table 12. SVM training results for iteration 2 of K-fold stratified using dataset2.

Class Precision Recall F1-Score

Anger 0.71 0.45 0.56
Contempt 0.57 0.80 0.67

Disgust 0.76 0.93 0.84
Fear 1.00 0.71 0.83

Happiness 0.85 1.00 0.92
Sadness 0.83 0.71 0.77
Surprise 1.00 0.95 0.98
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Table 13. SVM training results for iteration 3 of K-fold stratified using dataset2.

Class Precision Recall F1-Score

Anger 0.75 0.82 0.78
Contempt 0.67 0.80 0.73

Disgust 0.82 0.93 0.87
Fear 0.80 0.67 0.73

Happiness 0.94 0.94 0.94
Sadness 1.00 0.57 0.73
Surprise 0.95 0.95 0.95

Table 14. SVM training results for iteration 4 of K-fold stratified using dataset2.

Class Precision Recall F1-Score

Anger 0.67 0.55 0.60
Contempt 0.50 0.25 0.33

Disgust 0.67 0.80 0.73
Fear 1.00 0.67 0.80

Happiness 1.00 1.00 1.00
Sadness 0.50 0.71 0.59
Surprise 1.00 1.00 1.00

Taking into account all of the above regarding the similarity of classes by observing
the influential angles, it was proposed to eliminate the emotions that are intercepting others
and, in this way, increase the robustness of the proposed system, achieving greater precision
in this model. The emotions that were chosen are the following: happiness, sadness, surprise
and anger. They are the four most general simple emotions and, in addition, they differ
geometrically from each other. Assuming this, the winning dataset, and therefore the one
used to train the system, is dataset2, but only with the emotions of happiness, sadness, surprise
and anger. All of the results of this training are shown in Section 3.2.

4.5. System Performance

This section shows the final performance of the system and a comparison with other
state-of-the-art systems. It, as mentioned at the beginning of Section 4, is running entirely
on the Raspberry Pi 4 Model B and under the ROS Noetic middleware. A study of the
frame-rate value thrown depending on the number of faces detected was conducted. Three
tests were used, modifying the configuration parameter max_num_faces of the system,
which allows customizing the maximum number of faces to be simultaneously detected.
In this way, different tests were conducted with up to three faces. The results of the three
situations are found in Tables 15–17, respectively.

Table 15. System performance in ROS with max_num_faces: 1.

Face Detected Average FPS Max FPS Value Min FPS Value

1 13.18 15.13 11.04

Table 16. System performance in ROS with max_num_faces: 2.

Face Detected Average FPS Max FPS Value Min FPS Value

1 11.11 11.97 9.18
2 7.53 8.35 6.96
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Table 17. System performance in ROS with max_num_faces: 3.

Face Detected Average FPS Max FPS Value Min FPS Value

1 11.05 11.72 9.41
2 6.77 7.61 6.15
3 5.37 6.93 5.02

The proposed system can be considered to be operating in real time because it works
at 13.18 fps (Table 15), detecting emotions without suffering any delay perceptible by a
human. Table 18 shows a comparison of the system proposed in this article with other
state-of-the-art studies.

It can be observed that the proposed system obtained similar inference time results
compared to other studies, but the system introduced in this work does not use any ML
inferencing external accelerator board, such as Coral USB Accelerator or Intel Movidius
NCS2, while the other state-of-the-art systems do. Therefore, the proposed system can be
considered a real low-cost FER system.

Furthermore, the proposed system, with an accuracy value of 0.95, is more accurate
than other Raspberry Pi-based systems. In article [29], the accuracy value was 0.9, whereas
in article [28], the value was 0.7526.

Table 18. Comparison of the proposed system with previous studies.

Research Hardware Device Algorithm Dataset Accuracy (%) Inference Time (ms)

[28] Raspberry Pi 4 with Coral
USB Accelerator CNN + KNN FER-2013 75.26 74.15

[29] Raspberry Pi 3 Viola Jones face detector
+ ORB + SVM CK+ 90 Unmentioned

[23] Raspberry Pi 3 B+ CNN + SVM FER-2013 68 Unmentioned

[22] Raspberry Pi with Intel
Movidius NCS2 CNN + SVM FER-2013 73 Unmentioned

Proposed Raspberry Pi 4 CNN + (SVM or KNN
or MLP)

CK+ (happiness, sadness,
surprise, anger) 95 75.87

5. Conclusions

In this article, a facial emotion recognition system was developed, based on existing
state-of-the-art techniques. This system arose with the aim of collaborating in the field of
human–robot Interaction research, providing developers—with limited resources—a tool
that usually requires a high computational load.

The proposed system is capable of working in real time on an embedded platform,
such as Raspberry Pi 4, under the ROS middleware, and without using any ML inferencing
external accelerator board, achieving a frame-rate similar to other state-of-the-art systems
that do. Therefore, the proposed system can be considered the cheapest, most accurate and
best performing state-of-the-art Raspberry Pi-based system to be used in a real robot.

Several performance tests were conducted to achieve a final system that can operate
with single face detection at 13.18 fps, which let it be used in a real-time application. In addi-
tion, it achieved an average of 7.53 fps, for simultaneous two-face detections, and 5.37 fps,
for simultaneous three-face detections. Furthermore, its integration with ROS provides a
full abstraction of the code to any developer because the data detected in the frames are
accessible using ROS topics.

The method chosen to perform the emotion detection provides a good performance
under changing lightning conditions using very low-cost hardware. Nevertheless, some
disadvantages can be considered; on the one hand, it is necessary to align the face to be
detected in front of the camera; on the other hand, and due to the dataset used in this
work, CK+, the system cannot detect a blank expression (which implies a lack of emotion),
because this class is excluded in the training dataset.
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Among the future developments of this line of research, it is worth mentioning the
need to solve the abovementioned problems. It would also be interesting to extend the
system with new functionalities, such as detecting the gender, or predicting the age of the
subject. Finally, and continuing along the lines of providing the system to anyone who
cannot afford a more expensive platform, the system could be ported to other low-cost
platforms existing on the market.
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