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Abstract

In this paper we analyze a novel paradigm of reliable communication which is not based on the traditional timeout-and-
retransmit mechanism of TCP. Our approach, which we call Fountain Based Protocol (FBP), consists of using a digital
fountain encoding which guarantees that duplicate packets are almost impossible. By using Game Theory, we analyze
the behavior of TCP and FBP in the presence of congestion. We show that hosts using TCP have an incentive to switch
to an FBP approach, obtaining a higher goodput. Furthermore, we also show that a Nash equilibrium occurs when all
hosts use FBP (i.e., when FBP hosts act in an absolutely selfish manner injecting packets into the network as fast as they
can and without any kind of congestion control approach). At this equilibrium, the performance of the network is similar
to the performance obtained when all hosts comply with TCP. Regarding the interaction of hosts using FBP at different
rates, our results show that the Nash equilibrium is reached when all hosts send at the highest possible rate, and, as before,
that the performance of the network in such a case is similar to the obtained when all hosts comply with TCP.
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1. Introduction

Congestion control in communication systems
has been an important and largely studied issue.
Since many communication systems in our days
are based on the principle of sharing common
resources (e.g., routers, communication links)
among different users, one of the main objectives
of congestion control schemes is to establish rules
to guarantee that the common resources are used
optimally and shared fairly among users. However,
.
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1 An important concept in game theory is the Nash equilibrium.
In our context, a Nash equilibrium is a scenario where no selfish
user has incentive to unilaterally deviate from its current state.
Clearly, being in a Nash equilibrium means that we are in a stable
state in the presence of selfish users.
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most of these schemes require end-users to behave
in a cooperative way. Users have to respect some
‘‘socially responsible’’ rules. For instance, the TCP
(which is, by far, the most widely used protocol)
congestion control scheme is voluntary in nature
and critically depends on end-user cooperation.
Indeed, TCP congestion control algorithms [1–6]
voluntarily reduce the sending rate upon receiving
some congestion signal such as ECN [7], packet loss
[8–10], or source quench [11]. Such congestion con-
trol schemes are successful because all the end-users
cooperate and voluntarily reduce their sending rates
upon detection of congestion.

Nevertheless, it is currently impossible to guaran-
tee that end-users will not act in a selfish manner. If
they use TCP, this means that they will never reduce
their sending rates even in the presence of conges-
tion. As it has been shown in [12,13], if this happens
and users overload the network, the total through-
put of the network drops. This happens since most
Internet routers use a drop-tail FIFO (First In First
Out) scheduling discipline, and users can obtain
more network bandwidth by transmitting more
packets per unit of time. (With this policy, the more
packets a user sends the more resources it gets.)
Thus, the optimal strategy for each user is strongly
suboptimal for the network as a whole.

Among the different techniques that can be used
to evaluate the impact of selfish users, one of the
most popular is Game Theory [14,15]. Game theory
is a tool for analyzing the interaction of decision
makers with conflicting interests. Roughly speaking,
a game has three components: a set of players, a set
of possible actions for each player, and a set of util-
ity functions mapping action profiles into real num-
bers. In our case, the game players are the users and
the congestion control schemes establish the game

rules. Each player has a strategy, which establishes
the traffic that it injects into the network.

The behavior of the TCP protocol has already
been addressed with a game-theoretic approach by
several authors. Some of the most remarkable
works in this field are the ones carried out by Nagle
[12,16], and Garg et al. [17]. Both of them show that
evil (selfish) behavior leads to disaster and propose
solutions based on creating incentive structures in
the systems that discourage this behavior. Nagle
suggests replacing the single FIFO queue associated
to each outgoing link with multiple queues, one for
each source host, which are served in a round-robin
fashion. Garg et al. introduce a novel and sophis-
ticated scheduling discipline called rate inverse
scheduling (RIS) that punishes evil behavior and
rewards cooperation, in such a way that the result-
ing Nash equilibrium1 leads to a fair allocation
of resources. Both solutions require a significant
(sometimes huge) per-packet processing, which
might be impractical in many realistic applications
(as in Internet core routers, for example). Another
interesting work based on slightly different ideas is
the one carried out by Akella et al. [13]. In this
paper, a combination of analysis and simulations
is carried out trying to characterize the performance
of TCP in the presence of selfish users. The study
covers different variations of TCP (Reno, SACK,
etc.) and buffer management policies (Drop Tail,
RED, etc.), showing that the most recent variations
of TCP may become very inefficient in the presence
of selfish behavior. Nevertheless, they show that a
novel stateless buffer scheduling discipline called
CHOKE [18], which does not require per-packet
processing, may be useful in restoring the Nash
equilibrium efficiency. There are other interesting
proposals related to problems similar to this [19–
22]. In all cases, these works show the potential
applications of Game Theory within the problem
of congestion control and routing in packet
networks.

The above mentioned problem has a closer ana-
logue with the, so called, Tragedy of the Commons
[23] problem in economics. In this problem, each
individual can improve her own position by using
more of a free resource, but the total amount of
the resource degrades as the number of users
increases. Historically, this analysis was applied to
the use of common grazing lands, but it also applies
to such diverse resources as air quality and time-
sharing systems. In general, experience indicates
that multiplayer systems with this type of instability
tend to go into serious trouble. To understand pre-
cisely what a Tragedy of the Commons is, we need
first to observe that, in the context of Game Theory,
players choose their strategy in a selfish way trying
to maximize their benefit. If the system gets into a
state in which no player has an incentive to unilater-
ally change its strategy we say that the system has
reached the Nash equilibrium. In this context, a
game is a Tragedy of the Commons when (i) there



Fig. 2. The picture shows the interconnecting topology of the
network we use in the proposed model. N hosts try to access a
common communication link through a router. This router has a
finite buffer which drops packets when it is full. All lines have the
same capacity C.
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is always an incentive for a new player to become
evil (this guarantees that the Nash equilibrium is
reached when all players are evil) and (ii) the final
benefit for evil players in the Nash equilibrium is
under the initial benefit of fair players when all play-
ers collaborate. This definition guarantees the essen-
tial ingredient of a Tragedy of the Commons: if
players behave in a selfish way, the Nash equilib-
rium will be reached, and hence, the benefit of the
defectors will always be less than the initial reward
of the fair players. Hence, all players lose. In the
context of network protocols, it has been observed
by several authors [12,13,24] that when hosts behave
in a selfish manner and do not comply with the TCP
congestion control mechanisms (for example, by
using lower timeouts), a Tragedy of the Commons
arises and the network throughput drops due to
the presence of duplicate packets. This effect can
be easily observed in Fig. 1, which presents a simu-
lation of a system like the one shown in Fig. 2.
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Fig. 1. This picture shows a typical Tragedy of the Commons
scenario obtained by simulating with NS2 a single-bottleneck
scenario with line capacities of C = 100 Kbps and a finite router
buffer of 10 packets. Hosts can choose their strategy to be fair-
cooperative (which comply with the TCP protocol) and evil-
selfish (which implements a modified version of the TCP protocol
in which the retransmission timeout is fixed to 0.4 s). The picture
shows the throughput of fair and evil-selfish players as a function
of the number Ne of selfish-evil hosts. As it can be observed, for
any value of Ne, a given fair host always has an incentive to
become evil. This implies that the Nash equilibrium is reached
when all hosts are evil. Observe that the throughput in this
equilibrium is remarkably smaller than the initial throughput of
fair TCP hosts. Hence, the selfish strategy drives the game into a
less efficient situation than the one obtained when all hosts
cooperate. For this reason we say that a Tragedy of the
Commons takes place.
In this paper we compare, from a game theoretic
point of view, TCP with a protocol based on digi-
tal fountain codes [25,26], which we call Foun-
tain Based Protocol (FBP). The Digital Fountain
approach has already been proposed as an appro-
priate mechanism for TCP-like reliable data transfer
in multicast environments [27]. Moreover, suitable
congestion control algorithms have been proposed
to make these flows work in a TCP-friendly manner
[28]. In this paper, we dig into these concepts, pro-
viding the following additional contributions:

• We propose an FBP for one-to-one reliable data
transfer. This protocol is similar to UDP but uses
fountain codes to avoid the presence of duplicate
packets. Because of this, it does not require any
type of packet retransmission mechanism. Con-
trary to UDP, FBP guarantees that the original
source data will be correctly delivered, regardless
of whether there are packet losses or not.

• Then, we establish a theoretical framework
suitable for the analysis of this interaction of
FBP and TCP. Under this framework, we show
that users always have an incentive to switch
from TCP to FBP. Furthermore, we validate
the theoretical framework and results through
simulations.

• We show that the Nash equilibrium of a network
with a mixture of hosts using TCP and hosts
using FBP is reached when all hosts behave in a
selfish manner (by using FBP instead of TCP),
but that this does not drive the network to a col-
lapse. Moreover, we demonstrate that, in general,
it does not even lead to a Tragedy of the Com-
mons, since the throughput of hosts, even in the
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case where all of them act in a selfishly way, is no
less than the throughput obtained when all host
comply with the TCP protocol.

• Finally, we also study the interaction of hosts
using FBP at different rates. Our results show
that the Nash equilibrium is reached when all
hosts send at the highest possible rate, and, as
before, that this does not lead to a Tragedy of
the Commons.

In the next section we present the details of the pro-
tocol FBP. In Section 3 we present the network
model we use, with some analytical results under
that model. In Section 5 we present simulations of
the same network and compare them with the previ-
ous analysis. In Section 6 we analyze systems with
only FBP hosts. Finally, in Section 7 we present
some concluding remarks.

2. Protocols based on digital fountain codes

The basic principle behind the use of digital foun-

tain codes [25,29,26] is conceptually simple. Roughly
speaking, it consists of generating a stream of differ-
ent encoded packets into the network, from which it
is possible to reconstruct the source data. The key
property is that the source data can be reconstructed
from any subset of the encoded packets of (roughly)
the same size as the source data. Such a concept is
similar to ideas found in the seminal works of
Maxemchuk [30] and Rabin [31].

A class of codes that satisfy the above mentioned
property are classical erasure codes. Erasure codes
generate additional redundant packets from the ori-
ginal k packets of the source data. Then, they guar-
antee that the source data can be recovered from
any subset of (1 + e)k packets (1 + e is called the
decoding inefficiency). Hence, they allow to tolerate
packet losses during transmissions. For instance,
one can use Reed–Solomon erasure codes [32], since
they have the property that a decoder at the receiver
can reconstruct the original source data whenever it
receives any k of the transmitted packets (i.e., their
decoding inefficiency is 1). However, the encoding
and decoding processing times for such a class of
codes are prohibitive.

Digital fountain codes can be seen as a kind of
erasure codes with very fast encoding and decoding.
Furthermore, the number of encoded packets that
can be generated from the source data by using
these codes is potentially limitless and does not need
to be fixed ahead. That allows a digital fountain
code to take source data consisting of k packets
and produce as many encoding packets as needed
to meet the user demand. The only drawback is that
these codes have a decoding inefficiency a little lar-
ger than 1 (i.e., e > 0).

Fountain Based Protocols use digital fountain
codes to appropriately encode data to be transfered.
Whenever a file has to be transmitted, a digital
fountain encoder is used to continuously generate
encoded packets. These packets are injected into
the network, by the sender, at a given rate. On its
turn, when the receiver has enough packets to
reconstruct the source data, it sends a stop

message to the sender. That is, the FBP does not
require any kind of congestion control mechanism.
Furthermore, it does not make use of packet
retransmissions. The only ‘‘overhead’’ are the pack-
ets injected in the time interval since the receiver
sends the stop message until the sender receives
it. We note that, in order to increase performance
in real scenarios, this simple protocol can be
improved in a number of ways (see [33] for an over-
view regarding this issue).

For simplicity, in the next sections we will assume
that the decoding inefficiency of the used codes is 1.
In subsequent sections, we will analyze the effects
and consequences of having e > 0. Current imple-
mentations of digital fountain codes can guarantee
an inefficiency of about 1.054 [29] and even less than
that [25,26] (up to 1.02). We will also assume that
the rate at which senders inject packets is constant
(i.e., it is CBR).

3. A model for the interaction between TCP and FBP

To understand the interaction between TCP and
FBP, we use the traditional single-bottleneck prob-
lem, in which a communication line is shared
between N different hosts, as depicted in Fig. 2.

In our analysis, we assume that time is discrete
and structured as a sequence of consecutive rounds,
where each round is a group of S P N consecutive
slots. All communication lines are assumed to have
the same capacity, fixed to one packet per slot, and
all packets have the same size. Hosts are assumed to
be greedy (i.e., they always wish to send new packets
to the destination). The router is assumed to have a
finite buffer so that, when congestion occurs and the
buffer is full, new incoming packets are dropped.

Hence, we have a traditional Game Theory prob-
lem in which N different players (the hosts) compete
for a common resource (the shared line and the
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router buffer) trying to obtain the maximum yield
(the goodput). In this context, we assume that our
hosts are free to choose between two different strat-
egies when transmitting their packets. The first
strategy is to comply with a given communication
protocol suitable to solve the congestion problem
of the single-bottleneck link. This protocol must
be designed to fairly share the resources among
the hosts. For this reason, following the traditional
Game Theory notation, we say that players obeying
this protocol are fair. On the other hand, hosts can
adopt a different strategy consisting of sending
packets as soon as they are ready and not complying
with any given protocol designed to avoid conges-
tion. These hosts will be called evil because they
do not obey the established rules guaranteeing fair-
ness in the game. Observe that, in a realistic commu-
nication environment, hosts using TCP could be
considered as fair, while hosts using FBP would
be evil because they do not take into account any
congestion control mechanism. Thus, we say that
TCP is an ordering protocol (in the sense that it
enforces a set of fixed and known rules), while
FBP is a disordered protocol (in the sense that it
does not enforce any coordination).

Following, we describe the two protocols we will
use:

The ordering protocol (TCP). The ordering proto-
col we use emulates the two main characteristics of
TCP: resource sharing and congestion control. On
one hand, it assigns one fixed exclusive slot to each
host within each round, in which the host is allo-
cated to send packets. Then, when all hosts use this
ordering protocol, they transmit one packet per
round, and this packet does not compete with any
other to enter the router buffer. On the other hand,
it implements a basic timeout-and-retransmit mech-
anism to control congestion. With this purpose, we
introduce an acknowledgment scheme so that,
whenever the destination receives a packet, it imme-
diately generates an ack, which is sent back to the
corresponding host in the subsequent time slot.

The disordered protocol (FBP). By using this pro-
tocol, hosts use some kind of digital fountain encod-
ing which guarantees that duplicates are not
possible and all packets reaching the destination
are useful. As it has been said previously, a single
stop message is sent at the end of the whole file
transfer to indicate the sender that the transmission
has ended. As a first approximation, we consider
that the size of the files being exchanged is very
large, and hence we disregard stop messages. We
consider that hosts that use FBP transmit on all
slots of the round with a given probability p. For
simplicity, we assume that the value of p is the same
for all hosts.

Observation 1. Before continuing, we wish to
remark that our model is not a totally realistic
scenario where TCP and FBP could be competing.
Actually, it is optimistic when estimating the fair
(TCP based) yield, and pessimistic for the evalua-
tion of the evil rates. The optimistic behavior occurs
since our simplified ordering protocol does not react
in any way when packets are lost, while current TCP
implementations react to congestion by decreasing
its offered load. In turn, the pessimistic behavior of
FBP occurs since the decrease in the offered load of
the TCP-based hosts would imply a higher proba-
bility for evil packets to get into the router buffer.
Therefore, in our subsequent analysis, we will be
using a scenario that penalizes FBP against TCP. In
Section 5 this behaviour will be substantiated by
means of experimental evaluation.
4. Analysis of the TCP–FBP Interaction

From the previous section, our communication
scheme is based on rounds of S slots, with two kinds
of slots. First, Nf fair slots (F-slots), where one fair
host always transmits and Ne evil hosts transmit with
probability p. Second, S � Nf evil slots (E-slots)
where Ne evil hosts transmit with probability p.

Before we proceed with the analysis, we note
that, as it has been shown in [24], in scenarios where
at least one of the hosts does not use any kind of
congestion control mechanism, with high priority
the router buffer is always full. Then, in that con-
gested situation, only one packet can enter the buf-
fer in each time slot, because only one packet gets
out of it in that interval. Therefore, the probability
of a given evil host with selfishness degree p to get a
packet in the congested buffer in an E-slot can be
easily calculated. To do so, just note that if we
consider a particular evil host, the probability that
the other Ne � 1 send i � 1 packets to the router is
given by a binomial distribution of the form

Ne � 1
i� 1

� �
pi�1ð1� pÞNe�i. As the considered host

sends itself a packet with probability p, we have i

packets trying to enter the router with probability
Ne � 1
i� 1

� �
pið1� pÞNe�i. Given that the router

admission policy is fair, if there are i packets trying



3418 L. López et al. / Computer Networks 51 (2007) 3413–3426
to occupy the single free buffer position, any of them
can get to it with probability 1/i. Hence, summing
for all possible values of i, we have:

pe
EðNe; pÞ ¼

XNe

i¼1

1

i

N e � 1

i� 1

� �
pið1� pÞNe�i

: ð1Þ

The probability of an evil host to get a packet into
the buffer in an F-slot can be calculated in the same
way, just noting that an additional fair host sends its
packet with probability 1

pe
F ðNe; pÞ ¼

XNe

i¼1

1

iþ 1

Ne � 1

i� 1

� �
pið1� pÞNe�i

: ð2Þ

With these results, we can evaluate the transmission
rate for evil hosts Re. Since we assume evil hosts use
FBP, then all packets arriving to the destination (all
packets getting into the router buffer) are useful. So,

ReðN ;Ne; p; SÞ ¼
ðS � N f Þpe

EðNe; pÞ þ Nf pe
F ðN e; pÞ

S
:

ð3Þ

For fair hosts the result is similar. First, the proba-
bility of a fair host to get its packet into the buffer in
its F-slot is

pf
F ðNe; pÞ ¼

XNe

i¼0

1

iþ 1

Ne

i

� �
pið1� pÞNe�i

: ð4Þ

Now, taking into account that fair hosts do not get
packets into the buffer in E-slots, we can evaluate
the transmission rate for fair hosts Rf. Namely,

Rf ðN ;N e; p; SÞ ¼
pf

F ðNe; pÞ
S

: ð5Þ

From the analysis of the transmission rates for evil
and fair hosts (Eqs. (3) and (5)), we can derive some
interesting results.

Property 1. An optimal protocol controlling the

congestion is just as good as letting all hosts to send

their FBP packets as fast as possible.
Proof. To prove this property, we analyze the form
of the transmission rates for the two extreme situa-
tions. Namely, when all hosts are fair (Ne = 0) and
when all hosts are evil Ne = N). The interesting fact
is to remark that if p = 1 then ReðN ;N ; 1; SÞ ¼ 1

N P
qRf ðN ; 0; 0; SÞ, which means that the best goodput
obtained when all hosts use an unordered protocol
is over the one obtained when they try to access
the common resource in an ordered way. h
The key issue to understand why this happens is
to observe that, when using FBP, all packets arriv-
ing to the destination are useful and duplicates are
not possible. Many authors have remarked
[13,16,24] that when using a timeout-and-retransmit
based approach (as the one of TCP), if congestion
and flow control algorithms are not respected by
the hosts, the global throughput of the network
drops due to the presence of duplicates, which are
retransmitted when timeouts occur. Nevertheless,
when using FBP, no duplicates are present and no
timeouts are needed to ensure that the network is
not collapsed by them.

Property 2. The Nash equilibrium of the game is

reached when all hosts are evil.

Proof. For the proof, let us assume that p > 2
Nþ1

.
Then, it follows that p > iþ1

Niþnþ1
for all i 2 {1, . . . ,N}

and for all n 2 {0, . . . ,N}. This can be seen by
assuming a worst case (n = 0), and by observing
that the inequality holds for i = 1 and that the
expression on the right strictly decreases with i.
The inequality can also be written as

nþ 1

i
þ N � n� 1

iþ 1
>

1

ip
: ð6Þ

Now, we define fi ¼
n

i� 1

� �
pið1� pÞnþ1�i. Observe

that fi is always positive. In this situation, we can
multiply Eq. (6) by fi without changing the inequal-
ity. Hence, summing all the inequalities for all i

gives

Xnþ1

i¼1

nþ 1

i
fi þ

N � n� 1

iþ 1
fi >

Xnþ1

i¼1

1

ip
fi:

Observe that substituting fi, making a change of
variables in the second part of the inequality, divid-
ing by N and recovering the original expressions of
pe

E, pe
F and pf

F from Eqs. (1), (2) and (4), this can be
written as

ðnþ1Þpe
Eðnþ1;pÞþðN �n�1Þpe

F ðnþ1;pÞ
N

>
pf

F ðn;pÞ
N

;

ð7Þ

which using Eqs. (3) and (5) is equivalent to
Re(N,n + 1,p,S) > Rf (N,n,p,S). Then Re(N,Ne +
1,p,S) > Rf(N,Ne,p,S) for all Ne 2 {0, . . . ,N � 1}.
Therefore, in any given situation, a fair host always
has an incentive to become evil. h
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5. Simulations for the TCP–FBP interaction

The model we have just present allows under-
standing some key issues in the interaction between
TCP and FBP. Nevertheless, to gain a deeper
insight into the TCP/FBP competition, we have car-
ried out a number of simulations using a slightly
modified version of the NS2 simulator. For these,
we consider that all communication lines have a
fixed capacity of C = 100 Kbps, with delays of 1
ms and a router buffer of 10 packets. Fair hosts have
been modeled using standard one-way TCP agents.
FBP hosts have been implemented using modified
UDP agents. In both cases, agents are greedy.

We use the goodput (including headers) as the
measurement of the information transmitted by each
player. The traffic of the TCP hosts has been imple-
mented using the usual FTP application of NS2
(which assumes that the file being transmitted is infi-
nite). Fountain traffic has been implemented with
CBR generators with the random_bit set (uniform
distribution). This randomization is necessary to
guarantee that the router does not benefit any of
the hosts when dropping packets. (If a pure CBR is
used, there may be time patters making some hosts
more likely to introduce their packets into the rou-
ter.) The buffer management policy is drop-tail and
the scheduling discipline is FIFO. All the simulation
results presented in this paper have been averaged for
50 executions of the simulation scenario. Each execu-
tion has been run for a simulated time of 30,000.

Note that it is possible to establish a direct paral-
lelism between the TCP based hosts of the simula-
tions and the fair hosts of the analytical model
because both comply with a set of ordered rules
which try of optimize the utilization of the shared
resource avoiding congestion. In the same way,
the evil hosts of the analytical model can be assim-
ilated as the FBP (CBR-UDP) hosts of the simula-
tions. In this case, the selfishness probability p can
be easily calculated as the utilization of the corre-
sponding line (the ratio between the offered load
of the evil CBR source, ke, and the total capacity
of the communication line C). For instance, since
C = 100 Kbps, an evil host with p = 0.5 would cor-
respond to an FBP agent using a CBR source of
ke = 50 Kbps.

5.1. Optimal decoding inefficiency

The results of the simulations, as well as the pre-
dictions of the simplified mathematical model when
considering optimal decoding inefficiency (presented
above), have been depicted in Fig. 3.

The first thing we see is that our observation
about the analytical model is correct. That is, the
theoretical curve for fair hosts is optimistic and it
remains always over the real goodput of the TCP
hosts, and the one of evil hosts is pessimistic and
stays all the time under the real FBP results. This
confirms the validity of our arguments, in Observa-
tion 1, about the analytical model.

Furthermore, it can be seen that an optimal pro-
tocol controlling the congestion is just as good as
letting all hosts to send their FBP packets as fast
as possible in a selfish manner and without any kind
of control. As we explained previously using the
mathematical model (Property 1), this means that
fair hosts always have an incentive to become evil,
because in any possible situation the most rational
strategy is to use FBP. Fig. 4 shows the incentive

hosts have to become evil for different values of
Ne, where incentive is defined as

ReðN ;N e þ 1; p; SÞ � Rf ðN ;N e; p; SÞ
Rf ðN ;Ne; p; SÞ

:

Finally, the TCP (fair) rate when Ne hosts are evil
(for any value of Ne) is always under the FBP (evil)
rate when one more host becomes evil. This con-
firms that, as explained using the mathematical
model (Property 2), the Nash equilibrium is reached
when all hosts are evil (Ne = N). This feature can be
observed more clearly in Fig. 5, where we have rep-
resented the simulated Nash equilibrium goodput
and the simulated cooperative goodput for 10 differ-
ent values of the load injected by the FBP hosts (10
different values of p). This means that, in this partic-
ular game, the selfish equilibrium is slightly more
efficient than the global cooperation of TCP. Hence,
we can claim that the Tragedy of the Commons is
not present, at least under the assumptions we have
accepted.

5.2. Suboptimal decoding inefficiency

For simplicity, in the previous sections it has
been assumed that the decoding inefficiency of the
used codes is 1. However, in a real situation, e > 0,
with typical values for e in the range of [0.02,0.05].
In this context, when the value of e increases, the
FBP (evil) goodput decreases in a factor of 1 + e
with respect to the best case situation described
previously. The question that arises immediately
is whether the same conclusions we described
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Fig. 3. The figure represents the goodput of evil (FBP) and fair (TCP) hosts as a function of the number of evil hosts Ne for four different
values of evil selfishness. The shaded region represents the error between the theoretical model and the simulations. The horizontal dashed
line indicates the simulated goodput of the TCP hosts when no evil players are present. All pictures have been calculated for N = S = 25.
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previously would be obtained when the FBP hosts
do not behave so optimally.

Here, we will study how the situation changes
with e. In Fig. 6 we have represented the goodput
as a function of p for 4 different values of e. The val-
ues have been normalized with respect to the TCP
cooperative throughput, where there are not evil
hosts. We can see that, for reasonable values of e
(smaller than approximately 0.05), the Nash equilib-
rium is slightly more efficient than the TCP solution,
while for higher values of e, it is slightly under the
TCP throughput, and we have a (not very tragic)
Tragedy of the Commons.

Hence, we show that it is possible to obtain a
Nash equilibrium in the system that is less efficient
than the TCP cooperative situation if the value of
e increases. That is, the system may fall in a Tragedy
of the Commons. However, in contrast with the
results presented in [24,13,16], the tragedy is well
bounded and the network would never collapse.
The performance of the system is guaranteed to be
very close to the value obtained in the TCP cooper-
ative situation, at least for typical values of the
parameter e. This occurs since TCP does not have
an efficiency of 100% in the utilization of the line.

5.3. Fast lines and high delays

In our analysis, we have implicitly accepted that
the RTT of packets is low and that we do not have
high speed communication lines. Observe that, in
the mathematical model, large values of RTT or
high speed communication lines decrease the
throughput within a real TCP scenario because once
the whole sender window has been transmitted, a
host must wait either the arrival of an ack or a
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timeout to be able to transmit something again.
Therefore, this assumption implies that we have
been considering the best TCP (fair) performance
that can be found in a real scenario.

If we increase the RTT or the speed of the lines,
the TCP goodput will fall. Hence, in all these cases,
the Nash equilibrium will represent an even more
efficient option than the all-TCP case. This can be
easily observed in Fig. 7, where we show a situation
similar to the one of Fig. 3, but where the speed of
the communication lines has been increased to
C = 100 Mbps. As it can be noticed, when the delay
of the lines increases, the initial TCP goodput
decreases, while the FBP Nash equilibrium remains
constant. Note that for the same delay of 1 ms used
in Fig. 3 the TCP goodput quickly degrades with the
increase in the number of evil hosts.
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Taking into account the results obtained in this
section, the essential aspect that must be remarked
is that the introduction of FBP drives the system
to a Nash equilibrium where TCP disappears. Fur-
thermore, such an equilibrium has an efficiency that
can be slightly over or slightly under the one
obtained by using only TCP in most real situations,
but never drives the system into a collapse.

5.4. Effects of finite data files

Since the relationship between bandwidth (BW),
latency (measured as RTT) and size of target data
(D) is essential to evaluate the real goodput of the
FBP protocol, it is clear that, given the current def-
inition of the protocol, all packets arriving after the
last stop (ACK) signal is emitted by the receiver are
useless (basically because the data has fully been
decoded by that time). Given that, at Nash equilib-
rium, the sender emits packets at maximum rate, it
can be easily demonstrated that the product
BW Æ RTT corresponds to useless data. Hence, the
utility of the link can be evaluated as U = D/(D +
BW Æ RTT) being D the size of the original data
we want to transmit (we do not consider the decod-
ing inefficiency �, which is discussed in another sec-
tion of the paper). With this equation in mind, it is
clear that the results provided in the paper are only
applicable when D is much larger than BW Æ RTT.
In some cases, this could restrict the number of
applications for which FBP can be of real use, but
it is undoubtedly that there are many scenarios
where that condition is fulfilled; for example, in
the transmission of large video files (p2p applica-
tions, video on demand, etc), D is usually in the
range of some hundreds of megabytes, while the
BW Æ RTT product is rarely over one megabyte
with current Internet access capabilities (ADSL or
similar).

6. Congestion and fairness in FBPs

In the previous sections we have evaluated sys-
tems in which TCP and FBP hosts coexist. In this
section we analyze systems with only FBP hosts.
Our objective is to explore the situation when an
FBP host has a choice between sending packets at
a low rate and sending packets at a faster rate.
Hence, in our system we are going to have two clas-
ses of FBP hosts. Slow hosts will send packets at a
rate kslow (bits/second), while fast hosts will send
packets at a rate kfast > kslow. For simplicity we will
assume that Nkfast P C, which implies that when all
hosts are fast the bottleneck link is fully used.

In order to analyze this system, we observe that
the behavior of the router can be approximated by
that of a queueing system M/M/1/K, where the buf-
fer of the router can hold K � 1 packets. The arrival
rate at this queue is k = Nekfast + (N � Ne) kslow and
the service rate is l = C. Then, if we define q ¼ k

l,
using traditional queuing theory, we obtain that
the transmission rate of the bottleneck link is

k0 ¼ kð1� pKÞ;

where

pK ¼
1�q

1�qKþ1 qK when q 6¼ 1

1=ðK þ 1Þ when q ¼ 1

(
ð8Þ

Hence, the goodput for a slow host is

T slow ¼ kslowð1� pKÞ; ð9Þ

while the goodput for a fast host is

T fast ¼ kfastð1� pKÞ: ð10Þ

As we did in the previous section, we have used
NS2 to simulate a system with N = 25 hosts with
link capacities of C = 100 Kbps. In all the experi-
ments, hosts use, for different values of kfast,
UDP-CBR packet generators with randomization.
Figs. 8 and 9 present the results of the simulations
compared with the queueing theory approach for
four different values of kfast, both when kslow =
C/N (Fig. 8) and when kslow < C/N (Fig. 9). As it
can be readily seen, the theoretical models fit very
nicely the results obtained by simulation. The small
differences have to do with the assumption that
packets have exponentially distributed lengths.

In these figures, it can be observed that, as in the
previous sections, the goodput of slow hosts when
there are Ne fast hosts is always smaller than the
goodput of fast hosts when there are Ne + 1 fast
hosts (for any Ne < N). Hence, slow hosts always
have an incentive to increase their sending rate.
Furthermore, this effect is more remarkable when
kslow < C/N.

Another observation is that there is never a Trag-
edy of the Commons. In the Nash equilibrium
(which is reached when Ne = N) all hosts evenly
share the resources like in the all-slow case, all
obtaining a goodput of C/N. This implies that if
the aggregation of slow rates fills the bottleneck link
(i.e., kslow P q C/N), the Nash equilibrium yields the
same goodput as the all-slow case. However, if the
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slow rate is below C/N, the Nash equilibrium pre-
sents a goodput larger than the all-slow case.

7. Concluding remarks

In this paper we have analyzed a novel paradigm
of reliable communication which is not based on
the traditional timeout-and-retransmit mechanism
of TCP. Our approach, which we call Fountain
Based Protocol (FBP), consists of using a digital
fountain encoding which guarantees that all
received packets are useful. Using Game Theory,
we analyzed the behavior of TCP and FBP in the
presence of congestion and show that two main
characteristics arise. First, in this scenario, any
given host using TCP has an incentive to switch
to an FBP approach obtaining a higher through-
put. This guarantees the Nash equilibrium to be
reached when all hosts use FBP. Second, we
showed that, at this equilibrium, the performance
of the network is similar (may be slightly over or
slightly under) the performance obtained when all
hosts comply with TCP. This latter claim holds
even when FBP hosts act in an absolutely selfish
manner injecting packets into the network as fast
as they can and without any kind of congestion
control mechanism.

The two above mentioned observations have
direct implications in the context of the Internet.
The first means that if FBP protocols are widely
available for users, they will tend to employ them
because they will obtain improved performance.
Moreover, when more and more FBP hosts exist,
the performance of the TCP players will decrease
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and the incentive to become evil will increase, possi-
bly making that after some period of time all hosts
become FBP. In this case, our second observation
guarantees that the global performance of the net-
work will not be under the original one which was
obtained when only TCP hosts existed.

An aspect which merits some comments is the
one relative to the architecture of current networks,
which are designed to avoid congestion and to try to
drop as few packets as possible. This fact could
make the current Internet infrastructure to be seri-
ously impaired by congestion if a large portion of
users decides to switch to FBP. In this case, a new
kind of routers would be necessary. This novel tech-
nology should be designed to work under extremely
congested scenarios with communication lines being
saturated to nearly 100% of their capacities most of
the time. In this new situation buffering could have a
limited utility, mainly contributing to increase net-
work latencies.

Although these results seem promising, we wish
to note that the FBP approach presents several
aspects that should be taken into consideration.
First, the analysis we have carried out has been
done on the basis of large file transfers. However,
this scenario can substantially change when consid-
ering other kind of communications requiring more
interaction between the sender and the receiver. For
example, several real time or multimedia applica-
tions (like Telnet) require small units to be continu-
ously transferred. This scenario makes the FBP
approach less practical, because, although duplicate
packets cannot exist, it is possible that useless pack-
ets not containing additional information could
flood the network before the appropriate stop mes-
sage issued by the receiver arrives to the sender.
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Furthermore, in our analysis we have assumed that
all packets arriving to the destination are useful. In
reality, it could happen that a fast sender floods a
slow receiver, which must drop packets. However,
there are currently techniques that can be used to
guarantee that receivers will not be saturated
because of the fast sender rate (see for instance the
mechanism used in [34]). Finally, another issue that
deserves further attention is to analyze what hap-
pens if we consider energy consumption issues in
battery powered devices (which would waste a lot
of energy). In those scenarios, the energy consump-
tion is important and the use of FBP could be a
problem. In these cases, it would be necessary to
control the sending rate to avoid wasting a lot of
energy due to the loss of many packets.
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Universidad Politécnica de Madrid. He
graduated in Computer Science from the
Universidad Politécnica de Madrid in
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