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In this paper, contention resolution amafngontenders on a multiple-access channel is explored. The
problem studied has been modeled &s%election in Radio Networks, in which every contender has
to have exclusive access at least once to a shared comnmiomichtinnel. The randomized adaptive
protocol presented shows that, for a probability of eRagrall the contenders get access to the channel
intime (e + 1 + )k 4+ O(log?(1/¢)), wheree < 1/(n + 1), £ > 0 is any constant arbitrarily close

to 0, andn is the total number of potential contenders. The above tiomepdexity is asymptotically
optimal for any significant. The protocol works even if the number of contendeis unknown and
collisions can not be detected.
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1. Introduction

A recurrent question, in settings where a resource mustdredlamong many contenders,
is how to make that resource available to all of them. The lprabis particularly challeng-
ing if not even the number of contenders is known. The broadtspm of settings where
answers to such a question are useful makes its study a fuemdahtask. An example of
such contention is the problem of broadcasting informatianmultiple-access channel. A
multiple-access channel is a synchronous system thatsabomwessage to be delivered to
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many recipients at the same time using a channel of comntiondaut, due to the shared
nature of the channel, the simultaneous introduction ofsagss from multiple sources
produce a conflict that precludes any message from beingedet! to any recipient. In
Radio Networks; one of the instances of such a question is the problem knowhreifit-
erature [3] asSelectionIn its general version, thk-Selectionproblem [11], also known
asall-broadcast is solved when an unknown sizesubset ofr network nodes have been
able to access a unique shared channel of communicatidmpé#tem at least once. The
k-Selection problem in Radio Networks and related problem&tbeen well-studied for
settings where a tight upper bound kns known. In this paper, a randomized adaptive
protocol fork-Selection in Radio Networks is presented, assuming ttet alkknowledge
is not available, the arrival of messages is batched, anéflictsrto access the channel
cannot be detected by all nodes. To our knowledge, this iditstek-Selection protocol
in the Radio Networks literature that works in such condisi@and it is asymptotically
optimal for any sensible error-probability bound (up togrse exponential ik). This pro-
tocol improves over previous work in adversarial packettention-resolution thanks to
the adaptive nature of the protocol and the knowledge.dBiven that the error proba-
bility is parametrized, this protocol can be also appliedatve k-Selection in multiple
neighborhoods of a multi-hop Radio Network.

1.0.1. Notation and Model

Most of the following assumptions and notation are folkloréhe Radio Networks liter-
ature. For details and motivation, see the survey of ChigtusVe study thek-Selection
problemin a Radio Network comprisedmofabeled stations callesbdesEach node is as-
sumed to be potentially reachable from any other node in omewunication step, hence,
the network is characterized aggle-hopor one-hopindistinctively. Before running the
protocol, nodes have no information besideand their own label, which is assumed to
be unique but arbitrary. Time is supposed to be slotted éd@mmunication step#Assum-
ing that the computation time-cost is negligible in compani with the communication
time-cost, time efficiency is studied in terms of commuriaasteps only. The piece of
information assigned to a node in order to deliver it to othedes is called anessage
The assignment of a message is due to an external agent dndrsaeent is called mes-
sage arrival Communication among nodes is carried out by means of radedeast on a
shared channel. If exactly one node transmits at a commtigricgtep, such a transmission
is calledsuccessfubr non-colliding we say that the message wdeivered and all other
nodesreceivesuch a message. If more than one message is transmittedsatrteetime,
acollision occurs, the messages are garbled, and nodes only réc&vference noisef

no message is transmitted in a communication step, nodesesanlybackground noise
In this work, nodes can not distinguish between interfeeemaise and background noise,

aAs pointed out in [3], the historical developments justtig tise of Radio Network to refer to any communication
network where the channel is contended, even if radio conration is not actually used.

bNotice that our protocol does not make any use of the ideafitymessage originator. Thus, it can be used even
in settings where nodes are not labeled or labels are notieniq
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thus, the channel is callaglithout collision detectionEach node is in one of two states,
activeif it holds a message to deliver, ale otherwise. In contrast witbbliviousproto-
cols, where the sequence of transmissions of a node doegpend on the transmissions
received, thedaptiveprotocol presented in this paper exploits the informatroplicit on
the occurrence of a successful transmission. In the rarmbahpirotocol presented here all
active nodes use the same probability in the same commioncaeép, a class of protocols
usually calledfair. Therefore, it is also aniform protocol, i.e., all active nodes use the
same protocol. As in for instance [1, 7, 11], we assume thdbal messages arrive in a
batch i.e. in the same communication step, a problem usuallgdathtic k-Selection’
and that each node becomes idle upon delivering its message.

1.0.2. Problem Definition

Given a Radio Network where a subgebf the set ofn network nodes, such thgk | = &,

are activated by message arrivals, #i&election problem is solved when each node in
K has delivered its message. The definition given pertainkdayéneral version of the
problem where messages may arrive at different times, @dtindn this paper we study
only simultaneous, doatched arrivals.

1.0.3. Related Work

Regarding deterministic solutions, the-Selection problem was shown to be in
O(klog(n/k)) already in the 70’s by giving adaptive protocols that make afscollision
detection [2,8,14]. In all these results the algorithmahtg@que, known agee algorithms
relies on modeling the protocol as a complete binary treaevtiee messages are placed at
the leaves. Later, Greenberg and Winograd [6] showed a lbawand for that class of proto-
cols of Q(k log;, n). Regarding oblivious algorithms, Komlos and Greenbefj Ehowed
the existence 0O (klog(n/k)) solutions even without collision detection but requiring
knowledge oft andn. More recently, Clementi, Monti, and Silvestri [4] showetbaer
bound ofQ2(k log(n/k)), which also holds for adaptive algorithms if collision dgtten is
not available. In [11], Kowalski presented the construttid an oblivious deterministic
protocol that, using the explicit selectors of Indyk [9ves aO(k polylog n) upper bound
without collision detection.

In the following results, availability of collision detéoh is assumed. Martel presented
in [13] a randomized adaptive protocol fbrSelection that works i (k + logn) time
in expectatiofl. As argued by Kowalski in [11], this protocol can be improved(k +
loglogn) in expectation using Willard’s expectéd(log log n) selection protocol of [17].
In the same paper, Willard shows that, for any given protott@re exists a choice of
k < n such that selection také¥(loglogn) expected time for the class of fair selection
protocols. For the case in whichis not known, in the same papet#log log k) expected
time selection protocol is described, again, making useothison detection. If collision

¢A dynamiccounterpart where messages arrive at different times wassaldied [11].
dThrougout this papetog meandog, unless otherwise stated.
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detection is not available, using the techniques of Kustideand Mansour in [12], it can
be shown that, for any given protocol, there exists a chdide© n such that2(logn) is
a lower bound in the expected time to get even the first meshaiyered.

A frequent challenging difficulty to overcome in resolvingllcsions is to determine
which is the best probability of transmission to be used leycibntenders when their num-
ber is unknown. The method of choice is then to increase oredse such probability
based on the success or failure of successive trials. Wiegortibability of transmission is
increased it is said thatlzack-onstrategy is used, whereback-offis the term used when
such probability is decreased. A combination of both sgieteis usually calledack-
on/back-off Monotonic back-off strategies for contention resolutidivatched arrivals of
k packets on simple multiple access channels, a problem éimalbe seen ak-Selection,
have been analyzed in [1]. The best strategy shown is thalfedtoglog-iterated back-off
with a makespan i®(k loglog k/ loglog log k) with probability at least — 1/k°, ¢ > 0,
which does not use any knowledgetobr n.

Regarding related problems, extending previous work om aétgorithms, Greenberg
and Leiserson [7] presented randomized routing strategiés-trees for bounded num-
ber of messages. Choosing appropriate constant capdoitig® edges of the fat-tree, the
problem could be seen asSelection. However, that choice implies a logarithmic-con
gestion parameter which yields an over@llk polylogn) time. In [5], Gereb-Graus and
Tsantilas presented an algorithm that solves the problematizing arbitraryh-relations
in ann-node network, with probability at least— 1/n¢, ¢ > 0, in ©(h + lognloglogn)
steps. In arm-relation, each processor is the source as well as the déstinof » mes-
sages. Making. = k this protocol can be used to sol¥eSelection. However, it requires
that nodes knowk.

1.0.4. Results and Outline

In this paper, a randomized adaptive protocolifeBelection, in a one-hop Radio Network-
without collision detection, that does not require knowgeaf the number of contenders
k, is presented. Assuming that< 1/(n + 1), the protocol is shown to solve the prob-
lem in (e + 1 + &)k + O(log®(1/¢)) communication steps, whege> 0 is any constant
arbitrarily close to0 with probability at leastt — 2. Given that the error probability is
parametric, this protocol can be applied to multiple neayhbods of a multi-hop Radio
Network, adjusting the error probability in each one-hofhkorhood appropriately. To
our knowledgeO(k loglog k/ logloglog k) [1] is the best upper bound in the literature
for a protocol suitable to solve-Selection in Radio Networks (although they propose it for
packet contention resolution), that works without knovgeaf &, under batched arrivals,
and without collision detection. By exploiting back-on¢keoff and the knowledge of,
our protocol improves their time complexity. Given thais a lower bound for this prob-
lem, the protocol is optimal (modulo a small constant fadfor € Q(2*‘/E). In Section 2
the details of the protocol are presented and they are asdhipzSection 3.
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2. Protocol

The protocol comprises two different algorithms. Each @nthis particularly suited for
one of two scenarios, depending on the number of messagés tidliver. The algorithm
calledBT solves the problem for the case when that number is beloweatbid (that will
be defined later). The algorithm calléd is suited to reduce that number from the initial
k to a value below that threshold. The BT algorithm uses thd-kvedwn technique of
repeating transmissions with the same appropriateleduyitobability until the problem
is solved. The AT algorithm on the other hand is adaptive lpeatedly increasing an
estimation of the messages left and decreasing such aragistirby roughly one each time
a message is delivered. (Even if that successful trangmissidue to the BT algorithm.)
Anillustration of the estimation progress is depicted igufe 1. Further details can be seen

log(1/¢)
‘ 4k
4k + l‘ogQ(l/e)

Fig. 1. lllustration of estimate progress.

in Algorithm 1. Both algorithms are executed interleavihgit communication steps (see
Task 1 in Algorithm 1). For clarity, each communication stepeferred to by using the
name of the algorithm executed at that step. The followingtiam used in the algorithm
is defined for clarity3 £ e + &3, 0 £ 1 + &, 7 £ 30031In(1/¢), € £ error probability,
0<é& <1,0 <3 <027and0 < & < 1/2 are constants arbitrarily close ¢p and
1/& € N.

3. Analysis

For clarity, each of the algorithms comprising the protaelfirst analyzed separately and
later put together in the main theorem. Consider first the brithm. (Refer to Algo-
rithm 1.) Letk be called thedensity estimatorLet around be the sequence of AT-steps
between increasings of the density estimator (Line 14).thetrounds be numbered as
r € {1,2,...} and the AT-steps within a round as= {1,2,...}. (E.g., roundl is the
sequence of AT-steps from initialization until Line 14 oéthlgorithm is executed for the
first time.) Letx, ;, called thedensity be the number of messages not delivered yet (i.e.,
the number of active nodes) at the beginning of AT-steproundr. Letx, , be the den-
sity estimator used at the AT-stef roundr. Let X, ; be an indicator random variable
such that X, ; = 1 if a message is delivered at the AT-stepf roundr, and X, ; = 0
otherwise. ThenPr(X,; = 1) = (kp4/Rrt)(1 — 1/R,4) 1. Also, for a roundr, let
the number of messages delivered in the interval of AT-stepg of r, including those
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Algorithm 1: Pseudocode for node
1 upon message arrival do

2 te—T

3 R« T

4 start tasksl, 2 and3

5 Task 1

6 foreach communication-step = 1,2,... do

7 if communication-step =1 (mod 1/&;) then /1 BT-step
8 transmit(z, message) with prob1/7

9 else /1 AT-step
10 transmit(z, message) with prob1/x

1 t—t—1

12 if t <0then

13 t—T

14 K—RK+T

15 Task 2

16 upon reception from other noddo

17 K — max{k — 6,7}

18 t—t+p

19 Task 3

20 upon message delivery stop

delivered in BT steps, be, ;. The following intermediate results will be useful. Firaie
state the following useful fact.

Fact 3.1. [15§2.68]
e/ (F2) <14 <e” 0< |z <1.
Lemma3.2. Foranyroundrwherex, ; < k,1—7,7 > 3§(2-9)/(6—1) >0, Pr(X,, =

1) is monotonically non-increasing with respectitéor § + 1 < K,; < Ky, andd <
(Krt = V) (K =y = 1)/ (K — v+ 1).

Proof. We want to show conditions such that for ahyn roundr, Pr(X,; = 1) >
Pr(X, 1 =1).If K,y = K,.+11 the claim holds trivially. Then, let us assume instead that
Krt > Krt+1. We want to show that

Kyt —1 Koy t+1_1
K 1 ' K 1 ’
sﬂ<1—~ ) z~”+1(1—~ ) .
Ryt Ryt Ry t+1 Ry t+1

Due to the BT-step between two consecutive AT-steps, at masiessages are delivered
in the interval[t,t + 1) of r. Thus, replacing appropriately, we want to show that the
following inequalities hold.

. 1 Kyt —1 oy — 1 1 Kyt —2
Bri (1 -~ > frt 1- = : (3.1)
Rt Rt Ryt — 4] Ryt — ]

) )

Kt —1 Kpt—3
Rt 1 " Rpt — 2 1 '
— | 1—-= > = 1— = . 3.2
Ryt ( Ry t> - Ryt — 26 < Ret — 25) ( )

)
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Reordering 3.1,
Frg—0—1 (%M —1 Fpy—6 )““‘1 J fre=1

Rrt FRrg—0—1

(3.3)

Hr,t ’{r,t

Using calculus, it can be seen that the left-hand side ofsh13dnotonically non-increasing
ford +1 < Ky < krt. The details are omitted for brevity. Then, given thaf, =

Rr1— 0t < Kp1 —0rt — 7y < Krt — 7, itiS enough to show

frg _ brg =y =01 <“r-¢ —y -l Ry =9 )1 >1.  (34)
fir,t_l Rt — 7 Rt — 7 Kr,t_/y_&_l

Again using calculus, it can be seen that the left-hand sideemuality 3.4 is monoton-
ically non-increasing om,., for v > §(2 — §)/(0 — 1) andd < (krt — ¥)(Krt — v —
1)/(krt — v + 1). The details are omitted for brevity. Then, it is enough tovghhat, in
the limit, the left-hand side of Inequality 3.4 tendsitd/Nhich can be verified using stan-
dard calculus techniques. The details are omitted for tyreMising the same techniques,
Inequality 3.2 can be shown to hold. O

Lemma 3.3. For any roundr wherex,; — v —7 < K1 < kr1 — 7,y > 0 and for any
AT-stept in r such that

mg-1 (y+7+1)Ing-1
dlnpg—1 o0lnpg—1 ’

the probability of a successful transmission is at les{ X, , = 1) > 1/0.

Ort S Ry 1

Proof. We want to showx,. ; /%, ¢)(1 — 1/&,.)" =1 > 1/3. Given that nodes are active
until their message is delivered, it is enough to show

K — 0 1 K/r,l_l_o'nt
nl o nt (1— - ) >1/8. (3.5)
Rr,1

%r,l - 6Ur,t - 5Ur,t

Using calculus, it can be seen that the left hand side of laktg3.5 is monotonically
non-decreasing with restpect g ; under the conditions of the Lemma. The details are
omitted for brevity. Then, it is enough to prove Inequalitg Bork, | = K, 1 — v — 7.

P s 1 Kp,1—1—0p ¢
r,1 r,t . <1 _ > Z 1/ﬁ
K/’I‘l_’}/_T_(SO'T‘,t ﬁr,l_’y_T—éUT,t

1 Kp,1—1—0p ¢
1— >1/p.
( K1 —7—7—5070_,25) 2 1/8

Given thats,; < nmélfnﬁﬁ__ll - (ng;lgl_nlﬁ’l < (Rp1 — (y+7+1))/6, using Fact 3.1,
we want

—op—1
exp( Ry 1 Ort ) S ﬁ

kp1 —Y—T—00,;—1
Kyl — Opt — 1

<Ing.
57‘1_7_7—_607‘,15_1 a nﬁ

)
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Manipulating the last expression, it can be seen that thenkehmolds. O

The following lemma, shows the efficiency and correctnesh@fT-algorithm.
Lemma 3.4. If the number of messages to deliver is more than

g1 i, (B2 =0/ -1)+ 7+ D)Inp -1
M =2 A1 O (5/6) 1) + . € O(log(1/¢)),

Jj=1

after running the AT-algorithm fofe + &3 + 1 + &)k — 7 steps, wher&g and &; are
constants arbitrarily close t6, the number of messages left to deliver is reduced to at most
M with probability at leastl — ¢, fore < 1/(n+ 1).

Proof. Consider the first round such that
Ry 1 _V_TSET,I < Ry, 1 _’%7:5(2_5)/(5_1) (36)

By definition of the AT algorithm, unless the number of megsagft to deliver is reduced
to at mostM before, such a round exists. To see why, notice in Algorithithat the density
estimator is either increased byin Line 14, or decreased hyin Line 17, or assigned
in Line 3 or 17. After the first assignment, we haveg; = 7 < k11 — v — 7, because
k1,1 > M > 27 4+ . We show now that condition 3.6 of can not be satisfied right
after decreasing the density estimator in Line 17. Congiderconsecutive steps, ¢’ + 1
of some round” such that stills,. » < &, ;v —~ — 7. If, upon a success at stepof
r', R py1 = 7 by the assignment in Line 17, angd: y41 — v — 7 < K41, then
ke 41 < T4+ v+ 7 < M and we are done. If on the other hafyd ;1 = K, — 6 by
the assignmentin Line 17, thén, v 1 =Ky p —0 < K1 —y—T—0 < Kpr pr41— Y —T.
Thus, the only way in which the density estimator gets inslideaforementioned range is
by the increase in Line 14 and therefore rourekists.

We show now that, before leaving roumd at leastr messages are delivered with
high probability so that in some future roumtl > r the conditions,»1 — v — 7 <
Krr1 < kerq — 7y holds again. In order to do that, we divide roundn consecutive
sub-rounds of size, 5/67, (5/6)r,... (The fact that a number of steps is an integer
is omitted throughout for clarity.) More specifically, thebsroundS; is the set of AT-
steps in the interval0, 7] and, fori > 2, the sub-roundS; is the set of steps in the
interval ((5/6)~27,(5/6)""'7]. Thus, denotingS,;| = =, foralli > 1,itism = 7
andr; = (5/6)7;,—1 for i > 2. For eachi > 1, letY; be a random variable such that
Y, = Ztesi X,:. Even if no message is delivered, roundtill has at least the sub-
round S, by definition of the algorithm. Given that, according withgafrithm 1, each
message delivered delays the end of roumd § = e + {3 AT-steps, fori > 2, the exis-
tence of sub-round; is conditioned ort;_; > 57,1 /(63). We show now that with big
enough probability round hasb5 sub-rounds and at leastmessages are delivered. Even
if messages are delivered in every step ofitsib-rounds (including messages delivered
in BT-steps), given thak,.; > M, the total number of messages delivered is less than

K1 ST — (”J“gf;l;f‘lﬁ_l becausey = §(2 — 6)/(J — 1). Thus, Lemma 3.3 can be
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applied and the expected number of messages deliverg&dsnF[Y;] > 7, /5. In order to
use Lemma 3.2, we verify first its preconditions. If, at argpst ., < M, we are done.
Otherwise, we knowthat, ; > %, > d+1and(ky—7)(krt—v—1)/(Krt—7+1) > 0.
Giventhaty = §(2—4)/(6—1), by Lemma 3.2, the random variabl&s ; are not positively
correlated, therefore, in order to bound from below the nenath successful transmissions
we can use the following Chernoff-Hoeffding bound [16]. Bot ¢ < 1,

Pr(Y; < (1 —¢)r/B) < e—?°m1/(28)
Pr(Y; < (1 — @)1 /B|Yie1 > 575-1/(68)) < e=#’™/(28) ;.2 < i <5.

Takingy = 1/6,

Pr(Y; <51/(608)) < e—#>3001n(1/¢)/2
Pr(Y; < 57/(68)|Yi-1 > 57i_1/(68)) < e~#"(6/071300m1/0)/2 i1 9 < < 5,

PT‘(Yl < 57‘1/(65)) < e—2In(1/e)
Pr(Y; < 57,/(68)|Yie1 > 51-1/(683)) < e=2(1/2) 'y 1 2 < < 5.

Given thats < 1/(n + 1) andk < n, then it holds that? + ke < 1 which implies
thatln(1/¢) > In(e + k), thereforee=2(1/¢) < ¢~ In(e+k)=In(1/2) — ¢ /(2 + k). So, more
than(5/(6(e +&g))); messages are delivered in any sub-roSpaith probability at least
1 —¢/(e + k). Given that each success delays the end of reund? = e + {3 AT-steps,
we know that, forl < i < 4, sub-rounds;; exists with probability at least— ¢/ (e + k).

If, after any sub-round, the number of messages left to eeis/at most\/, we are done.
Otherwise, conditioned on these events, the total numbaressages delivered over the
5 sub-rounds is at Ieaij?z1 Y, > Z?ZI(S/(()’(e + &) (e + &)Y = (1/(e +
€3)) X0_,(5/6)7 > 7 becausgy < 0.27.

Thus, the same analysis can be repeated over the nextrsodh thak,.» ; —y—7 <
Rrr 1 < kprp — 7. Unless the number of messages left to deliver is reducettmst A/
before, such a round’ exists by the same argument used to prove the existencerod rou
The same analysis is repeated over various rounds untiksisages have been delivered or
the number of messages left is at mést Then, using conditional probability, the overall
probability of success is at leadt — ¢ /(e + k))*. Using Fact 3.1 twice, that probability is
at leastl — e.

Itremains to be shown the time complexity of the AT algoritAthe difference between
the number of messages to deliver and the density estimgtdrafter initialization is at
mostk — 7. This difference is increased with each message delivered mosts — 1 and
reduced at the end of each round-hyTherefore, the total number of rounds is at most
(k—71+(6—1)k)/T = §k/T — 1. Each message delivered adds only a constant f&dtwr
the total time, whereas the other steps in each round addupTieerefore, the total time
isatmostB+ 0k —17=(e+&3+1+&)k—T. O

The time efficiency and correctness of the BT algorithm iatd&hed in the following
lemma. The proof, omitted for brevity, is a straightforwanimputation of the probability
of some message not being delivered.
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Lemma 3.5. If the number of messages left to deliver is at most

g1 i (B2 =0/ -1))+ 7+ )Inp -1
M—2m(2(5/6) )+ mp 1 ;

J=1

there exists a constamt > 0 such that, after running the BT-algorithm fedog?(1/¢)
steps, all messages are delivered with probability at léastz.

The following theorem establishes the main result.

Theorem 3.6. For any one-hop Radio Network, under the model detailed ictiG@® 1,
Algorithm 1 solves thé-selection problem withitte + 1 + &)k + O(log?(1/¢)) commu-
nication steps, wheré > 0 is any constant arbitrarily close t0, with probability at least
1—2efore <1/(n+1).

Proof. From Lemmas 3.4 and 3.5, and the definition of the algorithma,total time is
(e4+14+&+E3)k/(1—£&)+O0(log?(1/¢)). Given that s, &5, andé; are positive constants
arbitrarily close td), the claim follows. O

4. Conclusions and Open Problems

The general problem of enabling an unknown number of cortesttie access to a shared
resource was studied in this paper. The results obtainegipés a problem of broadcasting
information in a multiple-access radio-channel, but theyre straightforwardly applied
to any setting that supports the same model. The specifiégorodiudied herg;-Selection
in Radio Networks, was previously studied in the literafimg assuming that a tight upper
bound on the number of contenders is known. Thus, a crucigtibation of this paper
was the removal of such assumption, consequently widehiagtope of application of
the protocol presented. Furthermore, we have assumed #sstages are assigned to all
nodes at the same time, increasing the potential conteftiotihe channel with respect
to scenarios where messages might arrive sparsely. To esthisions resulting from that
contention it would be useful to have a mechanism to detechtat each node. However,
we studied a more challenging scenario where only the tratesrof a message knows if
it was the only one to access the channel in a time slot or rriebheless, even under all
these challenging conditions, the bound shown is asyngatbtioptimal for any sensible
error-probability bound. To the best of our knowledge, #h8election protocol presented
in this paper is the first in the Radio Networks literaturet tlwarks in such conditions and
is optimal.

A number of possible extensions of this work arise as namuaktions that are left
for future work. First, different patterns of message alswcomprising specific applica-
tion scenarios, such as Poisson arrivals and others, mayiglsl optimal bounds. Also,
the protocol presented here improves over previous worklveisarial packet contention-
resolution thanks to the adaptive nature of the protocothed&nowledge of.. Therefore,
the question of how to solve the problem optimally in sesinmghere nodes don't even
known or the feasibility of a non-adaptive optimal protocol argoeimportant. Finally, the
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experimental evaluation of the protocol presented herethaers resulting from the above
mentioned future work, would be useful for comparison widuhistics currently in use.
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